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ConvEx: A Visual Conversation Exploration System for
Discord Moderators
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ESHWAR CHANDRASEKHARAN, University of Illinois at Urbana-Champaign, USA

Moderators are at the core of maintaining healthy online communities. For these moderators, who are often
volunteers from the community, filtering through content and responding to misbehavior on time has become
increasingly challenging as online communities continue to grow. To address such challenges of scale, recent
research has looked into designing better tools for moderators of various platforms (e.g. Reddit, Twitch,
Facebook, and Twitter). In this paper, we focus on Discord, a platform where communities are typically
involved in large, synchronous group chats, creating an environment with a faster pace and a lack of structure
compared to previously studied platforms. To tackle the unique challenges presented by Discord, we developed
a new human-AI system called ConvEx for exploring online conversations. ConvEx is an AI-augmented version
of the standard Discord interface designed to help moderators be proactive in identifying and preventing
potential problems. It provides visual embeddings of conversational metrics, such as activity and toxicity
levels, and can be extended to visualize other metrics. Through a user study with eight active moderators of
Discord servers, we found that ConvEx supported several high-level strategies in monitoring a server and
analyzing conversations. ConvEx allowed moderators to obtain a holistic view of activity across multiple
channels on the server while guiding their attention towards problematic conversations and messages in
a channel, helping them identify important contextual information to obtain reliable information from the
AI analysis while also being able to pick up on contextual nuances which the AI missed. We conclude with
design considerations for integrating AI into future interfaces for moderating synchronous, unstructured
online conversations.
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1 INTRODUCTION
"Moderators are a key part of making communities great and a place where people want
to gather." - Discord Moderator Academy [1]

Online communities and their worldwide growth have provided us with countless benefits. They
connect people across geographical boundaries and cultural differences. They provide spaces for
those who identify as LGBTQ+ to interact, learn from, and help each other where it may be unsafe
to do so elsewhere [48]. At the heart of these online spaces are the moderators who play a critical
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Fig. 1. ConvEx provides an AI-augmented interface designed to help moderators monitor a Discord server
with different levels of oversight. Shown here is the main interface and all of its components. The interface is
split into two major regions, labeled here in this image: M1.1) channel palette, M1.2) workspace. The channel
palette contains tiles that represent individual channels within a server and include a high-level summary of
activity within that channel (e.g., M3). Dragging a tile over to the workspace area reveals a more detailed
view of messages in the channel and presents more options for visualization (e.g., M2). ConvEx is designed
to help moderators monitor activity across multiple channels, and guide their attention towards specific
conversations/messages when needed.

role in maintaining an online community and keeping its members safe [20]. Moderators have
to contend with behavior that can easily disrupt the social benefits of online communities [49],
including toxicity and hate speech, which is disproportionately targeted at LGBTQ+ identities [48],
women [44, 56], youth [17], and other underrepresented users [57]. Other challenges include raids,
where a sudden, typically large, influx of users (or bots) enter a community and interact with
no intention of staying. These are disruptive and make a moderator’s job more difficult [32]. As
online communities grow rapidly, the amount of traffic outpaces the capacity of the moderators
who, despite often being unpaid volunteers [40], shoulder the responsibilities of reviewing flagged
content and monitoring interactions [58].

1.1 Moderation Challenges on Discord
In this paper, we focus on Discord and the challenges faced by volunteer moderators on this
platform. Discord is unique as a social media platform, home to servers (also referred to as guilds)
with anywhere from just one member to more than a million members who can hop into one of
several text or voice channels and type or talk with each other. As a group chat platform, Discord
organizes text-based interactions in channels, where messages are presented in a list-like manner
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and older messages are pushed up and out of view as newer messages get posted. Other than an
optional reply feature that indicates a new message is a response to a previously posted message,
Discord channels lack the structure that helps to delineate content. Platforms such as Twitter or
Reddit impose this structure by way of post or comment-based framing which clearly indicates
relationships and distinctions between units of content. Despite the existence of a reply feature
on Discord, users can ultimately just reply by sending another message to the chat, making it
difficult to identify related messages and understand the context of any one message. The interface
of Discord itself becomes an obstacle as it creates blind spots for moderators. The synchronous
nature of the interactions on Discord in both its text and voice channels demands constant attention
across the whole server, but only one channel can be viewed at a time. While a moderator is reading
through one channel, they are effectively blind to any activity in all the other channels [32]. As
servers typically have dozens of channels with varying levels of activity within each, the current
interface only affords a narrow view of all the activity within a server. Moderators also have to
moderate voice channels, which present a different set of challenges, further reducing the amount
of time and attention they can spend on text-only channels. As such, moderators have adopted
unique strategies that require novel tools and automation techniques.

1.2 Challenges in Using AI for Moderation
Recent research in machine-learning [25, 50, 62] has shown promising advances toward using
computation to reduce moderator workload and make content moderation more effective at larger
scales. Natural language processing in particular has seen an explosion of progress in detecting hate
speech and toxicity [2, 16] and in predicting the short-term trajectory of behavior [5, 15, 22, 61], all
with increasing accuracy in the last decade. Unfortunately, these are still largely not yet suitable for
automating most moderation tasks as these algorithms lack a nuanced, contextual understanding
of harm [33, 50]. However, we believe that such algorithms can still provide value to moderators
when incorporated into an appropriate, human-in-the-loop system. In this work, we investigate
the following through our design and evaluation of ConvEx:

If state-of-the-art models are not yet suitable for fully automating moderation tasks, what
are effective methods of incorporating their outputs into an interface for moderators to
reduce their workload?

1.3 Introducing ConvEx
In this paper, we present a new system, called ConvEx (short for Conversation Explorer), to
explore conversations by augmenting the standard Discord interface with visual embeddings of
conversational metrics like activity and toxicity levels. By computationally condensing information
and adding structure to chat, our goal is to reduce the cognitive load for moderators and expedite
their overall workflow. The user-interface and visualizations were iteratively designed through a
pilot study.
The final system as described in this paper was evaluated in a user-study with eight active

moderators of Discord servers. We observed that moderators were able to effectively use both
message-level and discourse-level metrics visualized by ConvEx. Single-point metrics of individual
messages were rendered as a heatmap that moderators could easily interpret and use to identify
specific messages to focus their attention on. On the other hand, the visualization of discourse-level
metrics from aggregating the single-point analyses of several messages in a row highlighted the
overall trajectory of a conversation. This allowed moderators to passively monitor several channels
within the server simultaneously, narrow their attention to the most important channels, and locate
problematic conversations and messages within a channel quickly.
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1.4 Summary of Contributions
With ConvEx, we aim to bridge the gap between recent advances in AI techniques and moderation
tools by implementing a human-AI system that makes state-of-the-art algorithms accessible to
moderators working with unstructured chat. We also present a novel mixed-initiative interaction
design based on the presentation of AI predictions that allows for flexible interpretation. Our
design not only reduces the cost of analysis but also reduces the cost of error as the user implicitly
incorporates their own contextual knowledge when interpreting the output. We plan to release
ConvEx as an open-source application for anyone to deploy on their servers.1 In the future, ConvEx
can be extended to visualize other conversational metrics, including those derived from non-
textual features.

The contributions in this paper are three-fold. First, we present five key design objectives to guide
the design of AI assisted moderation tools. Next, we implement these design guidelines into practice
to build a new human-AI system for exploring online conversations called ConvEx. Finally from our
design, implementation, and user studies, we develop additional guidelines and considerations for
designers of future systems that aim to facilitate moderation at scale with computational assistance,
and how to make responsible and effective use of AI algorithms given their imperfect state in the
present day.

2 BACKGROUND
Now, we review related work on existing moderation approaches and the role of AI in moderation.
We defer the discussion of prior work regarding moderation on Discord and moderation tools for
other social platforms to Section 3, since they will be used to synthesize the five primary design
goals utilized in developing ConvEx.

2.1 Current State of Moderation
Research has consistently shown that women, youth, racial minorities, and members of the LGBTQ+
community are disproportionately the target of harm and harassment online [42, 44, 48, 49, 56].
And platforms, moderators, and communities have developed varied strategies for mitigating these
harms. Some approaches are directed at sanctioning and removing bad actors. In the mid-2010s,
the rise of highly problematic communities on Reddit known for their tendency to spread hate
speech and misinformation led to several subreddits being banned or quarantined. This presented
an opportunity to research the effects of such interventions on the spread of hate speech and
misinformation on Reddit [11, 12]. Also of interest was how users and/or communities may have
migrated in response to the subreddit bans [43], conflicts that emerge between communities [36],
and whether deplatforming has been successful in mitigating harm when regarding the internet as
a whole [3, 47]. Bad actors have been shown to employ their own strategies to counter moderation
efforts, such as how some users started to use lexical variants and intentional misspellings to
circumvent the banning of tags on Instagram that promoted the practice of harmful eating disorders
[9]. In the case of shared blocklists, researchers have observed how the same strategy used to
mitigate harm has the potential to be hijacked and become the cause of harm instead [31].
Researchers have long peered into the strategies that moderators employ [7, 19, 41, 51, 53],

examining the effects of feedback to individual users [14, 29], as well as platform interventions
such as community-level quarantines [11, 21] and bans [12, 23, 37]. Research has shown that the
effects of feedback from the community are varied, with negative feedback possibly encouraging
bad behavior [14], while some forms of discouragement are more or less effective in mitigating
bad behavior [52]. While some suggest transparency in moderation leads to better adherence to
1https://github.com/koreanwglasses/ConvEx-Demo
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rules [35], the empirical effect of transparency in moderation is equivocal [29]. The role of norms
and example setting is observed across communities of diverse scales [13, 52]. Research has also
investigated the factors that affect the stability of norms once set, for better or for worse [45].

Managing increasing scale and volume is reported again and again as one of the biggest challenges
for moderators of growing online communities [28, 34, 39, 46]. And as the landscape of online
social spaces continues to evolve, so do techniques that moderators use. As an example, many
pre-existing communities on Reddit decided to expand to Discord, a relatively new platform, and
many of their moderators oversaw their community on both platforms [34]. Moderators might be
able to carry over some tactics, perhaps, by writing user-scripts and bots that emulate tools they
are used to [34], but every new platform inevitably brings with it completely new challenges [32].
And so, moderators’ workflows have evolved with the changes to their platform and the tools they
use to keep up [53]. Twitch is a notable example, as the synchronous nature of its streams and chat
parallels Discord’s voice and text channels, and researchers have investigated how moderators’
strategies adapted to the tools that Twitch provides [6, 7]. In addition to tools that are provided by
the platform itself, moderators often develop their own tools [6, 28, 34, 53] which are sometimes
shared for others to use, even reaching ubiquity in the case of Reddit’s AutoModerator [28]. But
considering that platforms like Reddit, and Discord rely primarily on unpaid, volunteer moderators
to maintain their communities, the rapid growth of platforms has widened the gap between the
amount of work that moderators put in and the support they receive [40].

Research into the space of automated tools used by moderators of online communities reveals that
keyword and regex matching are the most common approaches to partially automating the review
of text-based content [28, 34]. But these tools seem outdated when compared to the amount of
research that focuses on computational models that predict various measures of conversation health,
including toxicity [2], presence of personal attacks [59], controversiality [22], and conversation
derailment [5]. There is a critical need for research into the design and integration of such models
into the moderation toolkit on actual platforms. This has been difficult, partly due to the care that
must be taken to avoid imparting harmful biases onto the moderator and their community [8, 33].
We seek a successful integration of such technology into the moderator workflow that requires a
sensitive approach that factors in the needs of the platform, the community, and the moderators,
all while accounting for the inaccuracies inherent in emerging technologies.

2.2 AI in Moderation
The last decade has seen leaps in the automated detection of problematic online behavior. Techniques
range from surface-level features including character or word embeddings and linguistic features
to, more recently, features that capture semantic and contextual meaning, including sentiment,
and knowledge-based models [50]. Non-textual features such as images have also been used to
train models to detect cyberbullying [25, 62]. Researchers have developed models that detect
problematic content, including toxicity, hate speech, and offensive language [2, 16], as well as
behavioral warning signs, such as early signs of conversational failure [61] and the predictive
detection of controversy-causing posts [22]. Researchers have also developed models that predict
positive behavior, such as politeness [15] and prosociality [5].
There have been a handful of mixed-initiative approaches to incorporating state-of-the-art

detection into end-user tools for content moderation. Notably, Crossmod [10], designed for Reddit
moderators, presents an interface where moderators can configure automatic actions based on
AI models that predict the violation of various macro-norms within posts. The actions include
automatic removal as well as triaging, which allow a human moderator to manually review a post.
Another approach is Synthesized Social Signals [27], designed for use by individuals on Twitter,
which displays the output of a model that scores the toxicity of another user, and another model
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that scores their tendency to spread misinformation. These are displayed as icons that are displayed
next to a user’s profile picture and are designed to help an individual judge the trustworthiness of
a source as they browse, and assess the potential cost of interaction.

The next breakthrough in moderation lies in the use of algorithmic techniques to help moderators
manage scale. However, the primary challenge is ensuring that any system that employs such
techniques is fair. While NLP models that analyze text for problematic behavior are promising, the
problem is far from solved, and the varying definitions of hate speech by different authors and the
narrow contexts for which different techniques were developed [50] make it difficult to rely on any
one model for all use cases. Even with a human-in-the-loop, it is not trivial to design a system that
is accurate and reliable. For example, feature-based explanations of toxicity predictions yield no
significant improvement in helping humans detect misclassifications [8]. As algorithmic predictions
have a significant influence on a moderator’s decisions and workflow in nuanced ways [55], it
is critical that care is taken into designing even mixed-initiative systems that employ automated
detection. An ethical framework for automated moderation [33], understanding stakeholder values
[54], and involving the community in the process [60] are among the latest strategies researchers
have proposed for building fair and ethical systems.

3 DESIGN OBJECTIVES
In this section, we introduce the five primary design objectives used in developing our conversation
explorer, ConvEx. These design objectives are informed by previous research related to moderation
and moderation tools on Discord and other platforms. As such, we will discuss this related work in
tandem with each design goal it motivates.

Previous research on moderation in Discord servers revealed that one of the major challenges is
being able to catch and act on bad behavior quickly [34]. Unlike posting on a forum-like platform
such as Reddit, instant messaging on a platform like Discord is synchronous. As a result, moderators
have limited time to respond to bad behavior before the conversation moves on and the full extent
of harm has been done. However, on large servers with several active channels, it can be difficult to
keep track of all the activity at once, especially since Discord only shows the user one channel at a
time. Other than user-submitted reports from the community, there is no way to keep an eye on
a channel without having it open. Effectively, this means that when a moderator is focusing on
one channel, the rest of the channels become giant blind spots where problematic activity can go
unnoticed. And so, instead of having to click through various channels, the moderator should be
able to get a holistic view of the activity across their entire server, so they can effectively monitor
multiple conversations happening at the same time.

Design Goal 1 (G1). ConvEx should help moderators obtain a holistic view of activity
across multiple channels and help them monitor multiple conversations simultaneously.

We can start by making all the messages in all the channels visible at the same time. Having a
full view of the whole server instead of just a single channel at a time gives a much broader view
of the whole server at once. However, for larger servers with a high level of activity, the volume of
messages being sent across all the different channels can easily exceed the average human reading
speed, reducing the effectiveness of such an approach.
Prior work on moderation has studied different approaches to manage scale—e.g., growth in

community size and overall activity levels—across several platforms [10, 26, 28, 30]. Lampe et al. [39]
studied a form of community-supported distributed moderation on Slashdot, where the work of
moderation is distributed across community members who review and vote on comments. However,
even with the distribution of work, many comments remained unseen and unmoderated [18]. Purely
algorithmic approaches are tempting as algorithms scale much more easily than humans do, but
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even state-of-the-art natural language processing algorithms struggle to detect the nuances of
humor, sarcasm, and context. Human-machine collaboration approaches have also been studied
[10, 27, 28], where algorithms do part of the work of parsing through a large body of content,
surfacing content that needs immediate attention, and leaving the final decision in the hands of the
human moderators. On Reddit, Automod [28] is a popular tool in the human-machine collaboration
category, where moderators can set up regular expressions to automatically detect some violations
of their rules.
On Discord, Dyno and Carl.gg are the most used bots on discord and are the first choice for

creators of new servers, as they feature basic spam detection and keyword-based filtering. However,
in general, there is a lack of moderation tools for Discord servers. Moderators sometimes write their
own bots which are often specialized for their own server [34]. Due to various factors, including
the desire to keep one’s moderation systems opaque from potential bad actors, these often do not
find their way into other communities. This can pose a barrier for smaller, newer servers that want
to grow but do not have the tools to efficiently manage a larger community.
With more advanced models for toxicity and other language features, these can supersede the

basic spam filtering and keyword-based detection algorithms employed in the most widely used
moderation tools on Discord. Using more up-to-date sophisticated algorithms with a focus on
human-machine collaboration can help moderators by highlighting high-risk areas, allowing them
to skim over relatively low-risk areas and reserve their attention for the areas that need it most.

Design Goal 2 (G2). ConvEx should reduce the cognitive burden on moderators by
utilizing AI to present conversational metrics that guide moderator attention towards
important messages and conversations.

Since Discord is an instant messaging social platform, text-based conversations are a dominant
modality for interaction. Context plays a significantly larger role in this case than it would on a
platform like Reddit or Twitter where individual posts are largely self-contained with respect to
context or topic. An effective tool for moderation should help facilitate the moderation of content
at the discourse level where messages are sent within the implicit context of an exchange (or
conversation). However, the lack of structure can make it difficult to quickly identify and understand
the context surrounding a particular message or exchange, especially if a lot of messages were
exchanged in a short period of time. This is where AI can help augment a moderator’s abilities
to analyze the context surrounding a conversation. Our tool should help moderators locate and
understand the full context surrounding an incident and the users involved.

Design Goal 3 (G3). ConvEx should assist moderators in analyzing and assessing conver-
sations by guiding their attention towards relevant messages and highlighting patterns of
activity.

By emphasizing guiding moderator attention instead of making decisions for them, we can avoid
the pitfalls of a fully automated system by ensuring that all final decisions are made following
human judgment. This is critical as different communities have widely varying norms [13], and
our tool needs the flexibility to be able to adapt to these communities. We can further improve the
flexibility of our tool by making it highly configurable. Moderators can thus avoid the overhead of
writing specialized, custom-built bots while still having a tool that is suited for their workflow and
their community.

Design Goal 4 (G4). ConvEx should be flexible and customizable to adapt to the specific
needs of a broad range of communities and moderators.

The process of learning a new tool in itself is a barrier to adoption and is an overhead we must
consider. An example is Automod, a moderation tool for Reddit communities, which requires
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moderators to take on a new set of tasks related to setting up, configuring, and maintaining the tool
[28]. So, although such a tool can help moderators deal with existing challenges, its effectiveness
upon deployment relies on moderators taking on a set of new tasks in addition to configuring and
maintaining the tool. Moderators already struggle to keep up with the work of moderating a large
server and are short-staffed [34]. To minimize the burden of learning a new system, we focus on
complementing the existing toolkit instead of trying to replace it. Moderators can then adopt our
tool incrementally, and use it to complement their existing tools to passively detect and enforce
existing norms.

Design Goal 5 (G5). ConvEx should be easy to learn and compatible with existing servers,
focusing on integrating with existing tools instead of trying to replace them.

We present these design goals as a novel synthesis of guidelines for the design of AI-augmented
moderation tools that augment the moderator’s abilities and give the moderator full agency over
decisions made at every stage. With these design goals to guide our design and implementation,
we developed ConvEx, our novel moderation tool which we describe in the following sections.

4 SYSTEM DESIGN
In this paper, we build a new visual conversation exploration tool for Discord called ConvEx
(Conversation Explorer). ConvEx is a tool for moderators that incorporates AI in a way that is
suitable for an instant-messaging platform like Discord. We focus on a visualization-based approach
to present moderators with a holistic view of all the text channels in their server (G1), using
AI models to help moderators filter (G2) and comprehend (G3) the activity within. We build
configurability into our tool (G4) and design it to work alongside existing tools (G5) so that
communities can easily integrate ConvEx into their existing workflows.

4.1 Ethical Considerations
In order to ensure that our tool was built ethically, we made an effort to comply with Discord’s
terms of service. We use a bot to access messages with our app, as automated requests to the
Discord API require a bot token according to Discord’s terms of service. We also do not store
any message content (or other content from the Discord API)—only the unique identifiers for a
message and the results of our NLP analysis are stored. In addition, we use the Discord OAuth API
to authenticate our users, allowing us to verify their identity without requiring them to send their
credentials directly to our server. We conducted user testing on a simulated Discord server, which
was constructed by using Reddit API to fetch messages from the most active posts and obfuscate
any usernames within the messages to protect the privacy of Reddit users.

4.2 ConvEx Data Collection and Analysis
To access messages from Discord servers, we built a bot that can access the Discord API2. Designed
to be minimally invasive, the bot only requires two privileges: reading message data and reading
message history. When a moderator adds the ConvEx bot to their server, they are notified of exactly
what the bot will need access to (Figure 10, Step 2). Only a single instance of the bot is active at any
point, meaning messages from all the servers the bot has been added to are collected in one place.
In order to ensure that any messages within a guild are not leaked to outsiders via the ConvEx bot,
the moderator must first login before they can see any of their servers. Using the OAuth servers
provided by Discord, we are able to securely and reliably determine who the current user is, and
determine what servers, channels, and messages they have access to.

2https://discord.com/developers/docs/intro
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Fig. 2. Once ConvEx is authorized on a server, it will listen for any new messages that are sent over that
server. The content of the messages is sent to the client to be displayed immediately while the Perspective
API computes single-point analyses of each message. The results are stored in a database for quick retrieval
at a later point when the client requests previously analyzed messages. Aggregate metrics are computed by
querying the database and collecting previously computed toxicity and activity metrics. The analyses are
then pushed to the client to be rendered alongside the original message content. The message content is
never stored, in compliance with Discord’s terms of service, and is instead fetched directly from the Discord
API when needed.

Once the moderator is logged in, they are presented with a list of servers/guilds they have added
ConvEx to (Figure 10, Step 3). This list is filtered so the moderator only has access to servers that
they are a member of. Clicking on any of the server/guild icons will take them to the corresponding
guild dashboard (see M1 in Table 1). In order to produce the interactive user features described in
the following section, the bot listens for any new messages and pushes them to the appropriate
clients via web sockets.
These messages are also sent to the ConvEx backend for automated analysis. We designed

ConvEx to be able to use any model or algorithm that takes text as input and returns a prediction
probability or summary statistic. As a proof-of-concept, we opted to use the Perspective API3 as
the analysis backend for ConvEx, since it is easily accessible and is a well-known API that has been
used for moderation in the past. The Perspective API is used to predict a probability of toxicity
given the chat messages as input, though we emphasize that ConvEx can be extended to incorporate
models that predict other outcomes such as controversiality or prosocial behavior. We analyze the
messages on the server and store the results in a database for faster retrieval when visualizing the
results and for computing aggregate statistics from predictions over several messages.
To support navigation through the history of messages sent on a server, the ConvEx backend

fetches messages on demand in batches of 100 at a time from the Discord API, which is the
maximum for a single API call. The backend then analyzes the content of the messages or fetches
previous results from the database (if available), which are then sent to the client’s browser for
visualization along with the message content itself. We also query the database of analysis results
to aggregate statistics over several messages, such as the total number of messages sent and the

3https://www.perspectiveapi.com
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number of messages with a toxicity score above a fixed threshold. These are computed on messages
grouped over intervals of 5-minutes based on the time they were sent, and are are updated as
new messages come in or older messages are loaded. Computing these aggregates is fast as it
only requires querying previously computed results, and are thus useful for quickly computing
high-level statistics on overall activity over time.

4.3 Pilot Study
We built a rudimentary interface on top of the data collection and analysis pipeline, and then
conducted a pilot study with three participants on servers they regularly moderate. Following
the study, responses from the participants informed our user-interface design as presented in the
following section.

Summary of Changes. Initially, all channels defaulted to a full-size heat map view. The feature to
customize the layout of the views (I2) was added in response to feedback from pilot study users
who indicated that they have a couple of channels they tend to focus on and would want to keep
on top. In addition, the channel palette (M1.1) with small charts displaying coarse statistics was
added to keep activity from all channels in view at all times. Animations were also reduced from
the initial implementation. The pilot study interface would automatically highlight the message
the mouse was hovering over and also highlight messages from the same author. This feature was
removed following feedback from P1 who noted that the rapid transitions between different filters
as one moves the cursor can be distracting. The final implementation of the data pipeline was built
and the overall layout of the user interface was redesigned in order to significantly improve the
performance of ConvEx for the end user, following observations of all participants struggling to
navigate the interface through the long loading times. We present the iterated, post-pilot-study
design of the ConvEx interface in the following section.

5 USER INTERFACE DESIGN
The user interface of ConvEx was carefully constructed to present conversational metrics like
activity and toxicity levels in an effective way while making efficient use of the data pipeline
described in the previous section. Broadly, the features can be divided into three categories: modules,
visualizations, and interactions. Modules are the fundamental interactive elements that fetch and
organize data from the server. Each module renders its own combined visualizations of the content
of the messages and conversation metrics. Moderators have several ways to interact with the
visualizations and modules to help them navigate through large amounts of data and customize
their workspace.

5.1 Modules
The first module a moderator encounters once a guild is selected is the Guild Overview (Figure 1,
M1). This module provides a palette of channel thumbnails which allows the moderator to get a
quick overview of the activity in each channel through aggregate statistics. Each channel thumbnail
displays a histogram with the total amount of messages sent in blue and the number of messages
above a fixed toxicity threshold in red. This design allows moderators to monitor multiple channels
at once (G1) and helps them decide which channels need a closer inspection based on overall
activity and toxicity levels. Additionally, it helps to narrow their focus (G2) so they can spend their
time investigating potentially problematic exchanges instead of monitoring a channel with mostly
benign activity.

The moderator can drag a tile into the workspace area to see a full view of the channel (Figure 1,
M2), including the individual messages and toxicity scores. The initial visualization is a message

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 262. Publication date: October 2023.



ConvEx 262:11

Feature Description Example Use Case

N
av

ig
at
io
n
M
od

ul
es M1 Server/Guild

Overview

Composed of:
M1.1 Channel Palette for browsing
channels
M1.2 Workspace for organizing conver-
sation views (see M2)

Moderator chooses channels to focus on
and drags them into the workspace for
more comprehensive monitoring

M2 Conversation
View Displays messages alongside analysis

Moderator reads messages as usual and
with the help of analysis to skim through
conversations more efficiently

M3 Channel Tile Concisely presents preview of the activ-
ity and toxicity in a channel

Moderator passivelymonitors lower risk
channels for bursts of unusual or prob-
lematic activity

V
is
ua

li
za
ti
on

V1 Heat Map
Uses a sequential color scheme to high-
light messages based on scalar values
from analysis

Moderator gets a sense of (predicted)
toxicity of a conversation while skim-
ming as usual

V2 Bar Chart Displays scalar values from analysis as
a horizontal bar chart

Moderator utilises exact results of toxi-
city analysis to find patterns and filter
based on analysis (see I5)

V3 Activity Chart

Displays the volume ofmessages and the
proportion of (predicted) toxic messages
sent to a channel within a given period
of time

Moderator identifies a channel with a
higher volume of activity to focus on

In
te
ra
ct
io
ns

I1 Interchangeable
Charts

Interface for selecting and recording
charts to view

Moderator selects relevant charts to dis-
play for each channel

I2 Drag and Drop Customize the layout of the modules
Moderator arranges the different mod-
ules and charts to suit their preferred
workflow

I3 Expand/Collapse

View messages one by one (expanded)
with or without text, or within a cer-
tain time period (collapsed). Double click
on a message to toggle between the
expanded and collapsed view centered
around that message.

Moderator uses collapsed view to pas-
sively monitor a low-risk, fast moving
channel, then uses expanded view to in-
vestigate conversations in detail

I4 Hover to Preview Hover over a bar to preview the message Moderator reads high toxicity messages
directly in the collapsed view

I5 Toxicity
Threshold

Set a threshold of toxicity, and highlight
messages/bars above that threshold

Moderator highlights high toxicity mes-
sages to focus on

Table 1. Summary of features that are implemented in ConvEx. Each row includes a feature’s name, a short
description, and an example use case of that feature. Features are divided into three categories: Modules,
Visualizations, and Interactions. Modules are high-level components that provide a context for implementing
the other features. Visualizations encompass the different presentations of toxicity and activity. Interactions
denote the control features that are used to manipulate and navigate the interface.

feed that mimics the layout of the Discord application, augmented with a heat-map visualization of
the toxicity analysis. More visualizations can be accessed through the graph drawer (Figure 3, I1).
Additionally, the moderator has the option to switch between a compact, minimized view of the
channel, and an expanded maximized view that can display more information. Combined with the
drag-and-drop interface, this allows the moderator to customize their workspace (G4) and get a
detailed view of high-priority channels while also having lower-priority channels open on the side.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 262. Publication date: October 2023.



262:12 Frederick Choi et al.

Fig. 3. Dragging a tile from the channel palette (M3) into an empty area reveals an expanded channel view
that displays the content of messages within a channel in more detail. The user can adjust the size of the
expanded channel view, toggling between two sizes by clicking the button in the top right corner (B). In
the maximized size, the view takes up the whole height of the viewport and is slightly wider than the more
compact minimized view, which takes up half the vertical height. This allows the user to mix compact views
with larger, more detailed views as in Figure 1.

5.2 Visualizations
Three visualizations of toxicity are offered in the full channel view. Using the graph drawer, the
moderator can select which graphs they want to view. These visualizations are designed to help
the moderator utilize the toxicity analyses from the Perspective API to help them narrow their
focus on potentially problematic conversations (G2) and to help them understand the context of a
situation faster (G3). For example, ConvEx will allow moderators to quickly identify when a heated
argument began by looking for when the first “highly toxic” message was posted. This notion of
“highly toxic” is likely to correspond to different values for different servers and even different
channels within a server. To account for these nuances, we include a configurable, toxicity-based
highlighting feature described later in the section.
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Fig. 4. Different visualizations can be accessed by clicking on the "+" button on the left edge of the channel
view. This opens a drawer, from which the user can toggle which charts are displayed. In this figure, three
visualizations are shown (left to right): heatmap view, bar chart view, and activity view.

The initial view is the heat-map representation of toxicity scores (Figure 4, V1). Messages are
displayed to mimic the layout of messages that one would find on the Discord app itself. This
familiarity is designed to help keep navigating through messages easy, thus reducing the overhead
of adopting a new tool (G5). A color is displayed as the background of each message, based on a
white-yellow-orange-red sequential scale that corresponds to the predicted toxicity score from
the Perspective API. Opacity is also modulated with toxicity score, to make values closer to 1
more apparent. A toxicity probability of 0 corresponds to transparent (white), while a toxicity of
1 corresponds to bright red at full opacity. This helps to give the moderator a rough idea of the
toxicity of the message and the surrounding context while reading through the messages as one
normally would.
For a more precise reading of the toxicity values, the toxicity analysis is also displayed as a

bar chart (Figure 4, V2). The bars are colored according to the same scheme as the heat map
and are labeled with the toxicity probability to a precision of 3 digits after the decimal point. In
conjunction with the adjustable toxicity threshold interaction described later in this section, the
bar chart visualization of toxicity is helpful for making use of the precise toxicity scores. This
allows the moderator to take a model-first workflow, utilizing toxicity predictions as a heuristic
for conversation health, which is especially important for filtering information while monitoring
content on fast-moving servers. The condensed view (Figure 6, I4), allows for faster navigation
while retaining the ability to manually inspect individual messages.

Aggregates of analyses are also visualized as the highest level overview of the activity within a
channel. The number of messages sent and the number of messages that exceed a fixed threshold
of toxicity is counted for each five-minute interval. The total number of messages is represented
as a blue bar, and the number of toxic messages is represented as a red bar (Figure 4, V3). Each
bar is labeled with the total number of messages sent within the relevant time span. By utilizing
aggregates, data about a large number of messages can be visualized in a compact space, making it
ideal for the channel thumbnails, as they can provide previews of several channels that can easily
be scanned when deciding which channels to view in detail.
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Fig. 5. Different charts may use different scales for the y axis. To make transitions smoother, the moderator
can double click on a specific message to initiate an animated transition while keeping the selected message
in the frame. This reduces disorientation caused by changing scales.

Fig. 6. When the bar chart view is enabled and the other views are disabled, the layout condenses so that
the bars are stacked on top of each other. Contrast this with Figure 4 where the bars are positioned to line
up with the corresponding message. From this view, hovering over a bar displays the original message in a
tooltip so that the user can quickly access and review the original message corresponding to each bar.

5.3 Interactions
Expanding and collapsing is an implicit interaction that happens when the analysis bars are visible
and the heat-map is shown or hidden. When the heatmap is visible, the bars are aligned to each
message. As messages can take up an arbitrary amount of height, the bars have an arbitrary distance
between them. While this makes sense in the context of the heat-map view which displays the
messages, when the bars are isolated, it makes more sense to stack the bars directly above each
other. To make this transition without disorientating the viewer, the transition is animated, and the
bars in the middle of the viewport remain fixed as the surrounding bars enter or leave the viewport
(Figure 5, I3). This helps to ensure that messages from a similar time frame are being shown before
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Fig. 7. ConvEx supports a highlighting feature where the user can visually set a threshold of toxicity probability
above which data will be highlighted. This can be used to help direct the user’s attention toward important
messages.

and after the transition, making it easier for the moderator to re-orient and continue examining
the conversation from where they left off.
While the collapsed bar view, the moderator can quickly preview the full message content by

hovering over one of the bars (Figure 6, I4). This allows the moderator to manually inspect any
messages that may have been flagged with a high toxicity score, and quickly determine whether
or not it needs further attention. The moderator can also highlight messages and analyses that
exceed a certain toxicity threshold, to filter for relevant information (G2). The threshold can be
adjusted by using the draggable ruler included in the bar-chart (Figure 7, I5), which provides live
visual feedback and allows the moderator to use existing messages as reference for where to set
the threshold.

Additional features were implemented to ensure that ConvEx can be customized to fit the specific
needs of a moderator and their community (G4). The moderator has the ability to select which
charts are shown by expanding the graph drawer and can select different charts for each channel.
The drag and drop interface combined with the maximization/minimization feature allows the
moderator to customize their workspace and arrange the visualizations in a way that makes sense
for their workflow and their community (Figure 1, M1.2).
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6 EVALUATION
We conducted an online, synchronous user study with moderators of various Discord servers.
Having a lack of responses after messaging moderators directly on Discord, we opted to find
subreddit communities of appropriate size that had an associated Discord server, then ask them via
modmail to refer us to their Discord moderators. Through this process, we recruited a total of eight
participants, all from different servers with an average size of about 38,000 members (see Table 2).
Participants were required to have at least 3 months of experience moderating a server with at
least one thousand members and were compensated with a $20 Amazon gift card.

The study, which took∼1 hour for each participant, began with a brief introduction to the features
of ConvEx (see Table 1). Participants were then led through a series of tasks to simulate the use of
ConvEx in an active moderation setting while a researcher made observations on which features
were used and how. This was accompanied by a semi-structured interview where participants were
asked about their experiences as moderators on Discord and were also asked to provide their own
responses to the features and design elements of ConvEx. The observations and transcripts from
the studies were independently coded by two of the authors to: a) get insights into how moderators
interpret and utilize the various approaches to integrating AI into the workflow implemented in
ConvEx, b) understand how the different components within the interfaces of ConvEx and Discord
affect how moderators approach their tasks, c) identify which design elements and features the
moderators valued as a potential addition to their workflow, and d) get feedback on the overall
design and implementation of ConvEx for future iteration.

6.1 Simulated Server for User-Testing
We designed our testing environment to replicate typical moderation conditions in an effort to
ensure ecological validity. Ideally, we would have liked to deploy and evaluate ConvEx on a real
Discord server. In order to fetch messages from a Discord server and display them in ConvEx, a
third-party bot had to be present on that server and given appropriate permissions. However, most
participants were hesitant to add a third-party bot to their server. As an alternative, we created
a simulated environment that mimicked the following aspects of a Discord server—conversation
“threads”, activity distributed across multiple channels, and timing between messages. The content
for this simulated server was sourced from comments on top Reddit submissions fetched using
PRAW4, which were then organized into sequences such that each sequence of comments would
resemble a conversation thread (see Appendix A). Our simulated server consisted of 8 different
channels. Each channel in the simulated server would randomly choose a sequence and push each
comment from the sequence to the chat window as if it were a regular Discord message. The
timing between messages was made to be 60 times faster than the original time between comments
(which was derived from the original timestamps of the corresponding comment on Reddit), i.e.,
two comments posted one minute apart on Reddit would be sent one second apart in the simulated
server. The content of this simulated server was pre-built, then “replayed” on demand for each
study, with a delay of about 2 to 20 seconds between messages (see Appendix A for specific details).
For this study, 206 sequences with a mean length of 20.77 messages were collected.

6.2 Evaluation Tasks
Following an initial interview and a brief walkthrough of the features in Table 1, the participant
was asked to attempt the following tasks using ConvEx on the simulated server.

(1) Choose a channel and try to find one or two events of potential interest in the past. To the
best of your ability, try to verbalize how you are using each feature in your search process.

4https://praw.readthedocs.io/en/stable/
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Participant Approx. Server Size Approx. Time Moderating on Discord
P1 7,000 1 year
P2 132,000 1.5 years
P3 116,000 1 year
P4 200 2 years
P5 1,600 4 years
P6 16,000 10 months
P7 27,000 4 years
P8 3,000 1.5 years

Table 2. Table of participants in the user study. Participants were recruited by messaging the modmails of
subreddits that had an associated Discord server. Participants were required to have at least 3 months of
experience moderating on Discord. The mean server size our participants moderated for was about 38,000
members, and the mean time as a Discord moderator was about 2 years.

(2) Try to determine the context of the situation, who was involved, and actions you might take.
(3) Return to the guild overview and try to identify which channel(s) warrants the most attention

at the moment. Tell us how you are making that decision.
These tasks were based on responsibilities that moderators often take on, including investigating

reports from the community, catching up on the circumstances of an incident, and actively moni-
toring a server, and were designed to simulate a condensed version of a moderator’s regular duties,
focusing on the challenges we identified in Section 3. We aimed to identify the features that were
most or least effective in helping the moderators in both retroactive moderation (e.g., catching
up on conversations) and proactive moderation (e.g., keeping up with a fast-moving server and
deciding which channels to actively monitor).

7 FINDINGS
Overall, our moderators indicated several ways in which ConvEx would support them in their
day-to-day moderation duties. Six moderators (P1, P2, P4, P6, P7, and P8) felt that ConvEx best
supported their ability to locate problematic messages. P2 and P3 indicated that they felt that
ConvEx could help them work faster and P8 specifically indicated that ConvEx would reduce their
cognitive load. P1, P2, P3, and P4 also indicated that ConvEx would be of significant help during
periods of high activity within the server, especially when activity is spread across several channels.
While most moderators had expressed positive overall impressions, some concerns included the
cost of learning and maintaining a new tool and the low accuracy of the underlying model, which
limits the benefit ConvEx can offer, especially for servers with relatively low activity. Overall, 7 of
the 8 moderators expressed their confidence that ConvEx would be a valuable addition to their
workflow, complementary to their existing toolkit.

In the following subsections, we describe specific findings of how moderators used each of
ConvEx’s features, how valuable each feature was to the moderator, and which features moderators
found most valuable in their workflow. We also detail how ConvEx supported specific moderation
strategies for various workflows in which moderators actively read through or passively observe
their server for areas that need attention. We document the think-aloud responses and specific
feedback from moderators, as well as our own observations of their interaction with ConvEx during
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Fig. 8. In this figure, we depict the most common processes employed by the moderators we interviewed
to monitor and review the content on their servers. We highlight four main strategies (rounded boxes),
representing the intermediate steps with the square boxes, and representing the transitions between steps
in their current process with the solid arrows. We also highlight two of the features that moderators found
the most valuable: the activity overviews (blue-outlined box) and the heatmap (orange-outlined box). The
highlighted regions indicate which step in the process moderators found the feature most helpful for. While
moderators are actively monitoring, the activity overviews help moderators in picking which channel to check
and determining if there is any notable activity by guiding their attention to potentially problematic areas of
the server. The heatmap helps moderators in reviewing content in detail by making it easier to obtain reliable
information from the AI generated cues while reading through each message. When moderators are passively
monitoring, the activity overviews elicit moderators attention when potential problems occur, enabling a new
workflow represented by the dotted blue arrow, where moderators can directly notice activity that needs
their attention even when engaged in other tasks without having to rely on reports or DMs from users.

the study. Using these data, we analyze how moderators interpreted the information presented
through the ConvEx interface, and how ConvEx supports their moderation strategies and workflow.
Additionally, we illustrate the most common workflows and how ConvEx supports them in Figure 8.

7.1 Impressions of Individual Features
We present a breakdown of ConvEx’s features to analyze which aspects moderators found to be
most valuable, and the role that each navigation feature, visualization, and interaction played in
supporting their workflow. Overall, we found that moderators found ConvEx most helpful for
locating and identifying specific instances of problematic behavior as well as for finding concrete
evidence thereof. The most important features were the activity overviews in the channel palette
(V3, M3) for identifying channels to narrow their focus on, and the heatmap visualization for
locating and analyzing parts of a conversation that need careful attention.
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Navigation Modules. We observed several common navigation patterns that moderators would
employ when moderating with ConvEx. In the most common pattern, moderators proactively
monitored the activity overviews (V3) embedded in the channel tiles (M3) in the channel palette
(M1.1) to locate the channel with the highest levels of toxicity and/or activity, then expand it to a
full chat view (M2) to read through the messages within in the channel. 6 of 8 moderators took
this approach from the start of the study. The remaining two moderators (P5, P6) used the activity
overview (V3, M3) at the start to narrow down a fixed set of highly active "main" channels to pay
attention to. These moderators had reported that they primarily relied on their knowledge of which
channels tended to be the most problematic (e.g., a politics channel) when moderating in their own
server, but they quickly identified the most active channels during the study by utilizing the activity
overviews, suggesting that the overviews may also play a role in helping new moderators adapt
to their servers. Beyond this initial narrowing phase, the activity overviews (V3, M3) were not
utilized as frequently, as these moderators spent most of their time reading through the messages
in the channel view (M2) they had open, though they switched focus when they noticed a spike of
activity in another channel they previously identified through the activity overviews (V3, M3).

Visualizations. Within the expanded channel view (M2), all moderators had used the heatmap
chart (V1) while reading through messages. P6 and P7 said they particularly valued the toxicity
visualizations in the heatmap and the bar chart (V2) for their ability to attract their attention to
problematic areas. P3 and P5 specifically pointed out that the bar charts (V2) had been helpful in
locating potentially toxic messages. P2 had made frequent use of the bar chart to determine where
to set the toxicity threshold (I5) for highlighting certain messages. However, P6 felt the bar chart
was redundant as the exact value of toxicity was not particularly important and the color scale on
the heatmap was sufficient.
As discussed above, the activity/toxicity charts (V3) within the channel tiles (M3) were very

helpful for deciding where to focus their attention. Several moderators (P1, P2, P3, P4, P6, P7) had
also remarked they were useful for getting a quick sense of the overall health of a server, especially
when trying to manage a large server with many channels:

“I liked the breakout on the side, to see activity levels and just a quick vibe check. I
don’t really like that phrase, but I guess that’s what people say nowadays, vibe checks of
conversations.” -P1

However none of the moderators made active use of the activity chart (V3) within the expanded
view (M2), some reporting that it was more difficult to interpret or that it provided little additional
information in the latter context (P1).

Interactions. We observed a few patterns in how moderators would use the layout interactions (I2)
to organize their workspace (M1.2). Some moderators seemed to prefer focusing on only one or
two channels at once, minimizing each channel view (M2) back to the palette (M1.1) after they
were done reading through. This, perhaps, mimicked a familiar workflow on Discord where only
one channel can be viewed at a time. Others preferred to keep several of the most active channels
open to monitor them live and stay up-to-date, a feature that several moderators (P1, P3, P5) found
particularly valuable as Discord currently only supports viewing one channel at a time. While
most moderators did not specifically comment on the size of the charts, P2 expressed it would be
preferable to have just one expanded channel at a time at full size:

“I’ll just be having [the channel view] in expanded [mode] all day because I’ve been going
through channel to channel anyway, so it makes sense for me to just have the whole thing
open, finish one channel and then get back to another channel.” -P2
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This suggests that it would be valuable to support at least two distinct layouts: a "multifaceted
mode" that allows for many channels to open at once (which we have implemented), and a separate
"focus mode" that more closely mimics the one-channel-at-a-time layout of Discord.
Moderators routinely made use of I1 to choose the combination of visualizations that worked

for them, which tended to vary as moderators expressed preference for different combinations of
visualizations. Although moderators did not specifically comment on interactions I3 and I4, we
observed that they were most often encountered when moderators were interpreting particularly
high toxicity scores, as I4 offered a quick preview of the message content and I3 revealing the
context around it. One moderator (P2) found the toxicity threshold slider (I5) particularly helpful for
highlighting the messages they would want to review, and saw potential in using the threshold to
isolate those messages into a separate view. However, most moderators did not utilize or comment
on the feature, likely due to an oversight in our interface design, as it requires the bar chart view to
be enabled first, and it is easy to miss if one does not already know it exists. Nonetheless, we found
that it is an important feature as it allows ConvEx to serve different needs regarding precision.
While one moderator (P5) stated that low precision (high false-positive rate) limits the usefulness
of ConvEx, another (P2) stated they prefer the higher recall even at the expense of low precision.
Though only the latter made use of the feature during the study, both agreed that an adjustable
threshold to refine the toxicity predictions is a desirable feature.

7.2 Impact on Active Moderation Strategies
We present our observations on how ConvEx supports active moderation strategies where the
moderator is actively trying to keep up with the activity in their server, or when they are reading
the history of messages to find any incidents they missed. We analyze the aspects of ConvEx
in the framework of creating a synergy between automated techniques and human judgement,
where automated techniques provide cues that help the human decide where to focus while the
human catches nuances that automated techniques cannot. We focus on how the different aspects
of our design guided moderators’ attention to important areas, as well as how our design helped
moderators extract reliable information and catch things that the automatic analysis did not.

Guiding Attention through Visualization. Guiding moderators through the analysis of a conversation
has the potential to help moderators analyze and respond to such behavior more quickly. By giving
moderators cues to quickly skim over low-risk parts and focus their attention on high-risk areas
instead, we can reduce their mental load. Our findings suggest that the activity overviews (V3, M3)
were valuable for guiding attention at a high-level, as several (P1, P2, P3, P4, P6, P7) found them
helpful for deciding where to focus their attention, especially in servers with many of channels.

“Because with 20, 30, 40, 50 channels on a server, scrolling through this sidebar to see where
in the heat maps something is marked red is much easier than going through every single
channel, clicking through it, scrolling through all the messages I missed.” -P3

Our observations also suggest that, for guiding attention during more fine-grained analysis, the
heat map overlaid on the original text, on its own or in conjunction with the bar chart, can be
an effective way to guide a moderator’s attention toward potentially problematic behavior while
retaining the original text and the nuances within.

“The heatmaps ... gave me an indication perhaps of which comments ... to read in more
detail and not skim through.” - P7

Several also (P6, P7) remarked that they were naturally drawn to read messages with a high
(predicted) toxicity score more carefully. P2 felt it was helpful for identifying the most problematic
messages consisting an incident.
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“This makes it easy for me to find the offending message and get rid of it quickly” - P2
However, we also note that some moderators found that it was somewhat more difficult to

track messages sent by the same user, making it difficult to analyze the user-level context in
a conversation.

“I think with these different colors, it makes it a little hard to sort out by user. Because a lot
of times it’s like specific users that are being the most offensive or the most aggressive” - P1

This highlights the importance of considering what kind of patterns in the data a particular
visualization highlights, and what kind of patterns it obscures. In Section 8.3, we discuss future
additions to ConvEx that aim to elucidate patterns within a user’s history.

Helping Moderators Obtain Reliable Information. We investigate how design choices in the interface
affect moderators’ confidence in the model and their ability to correctly interpret and synthesize
trustworthy information from its predictions, since this affects their willingness to offload some
of the work of analysis to a computer. Overall, the perceived accuracy of the predicted toxicity
scores as presented in ConvEx varied, and would even change throughout a single session. While a
few moderators (P1, P2, P5, P7) had felt the accuracy of the toxicity model was less than ideal and
appeared to produce a noticeable amount of false-positives, most also pointed out that they felt the
model was still accurate enough to reliably convey a general impression of a conversation’s health
(P1, P2, P4, P6, P7).

We observed from P2 that customizing parameters such as the toxicity threshold (I5) can increase
the moderators’ confidence in their interpretation of the predictions. We also found, that moderators
(P4, P6, P7) expressed a greater degree of confidence when interpreting the predicted toxicity scores
for a cluster of consecutive, high-scoring messages than for an isolated, high-scoring message.
The heatmap and bar chart made visual identification of those clusters possible, while the activity
overview directly presented aggregate information to help locate those clusters. We find that
making such clusters easier to locate and identify makes it easier for our moderators to confidently
make inferences from automated analysis.

Helping Moderators Catch Things the Algorithm Missed. The visualizations help moderators to
visually filter out messages and decide which ones to read carefully or to skim over, thus saving
them work while highlighting messages that might need more careful attention. However, by
design, moderators are also able to see messages that were not rated as highly-toxic, keeping the
context surrounded the messages intact and allowing for moderators to catch nuances that the
algorithm missed. In several instances, moderators were able to identify messages and users they
would have sanctioned (but which were not highlighted in the interface) by spotting some red flags
such as all caps or political topics while skimming through the messages.

We also found that, when carefully reading through and analyzing messages, several moderators
(P2, P5, P7) attempted to reason about why the underlying algorithm had given the message the
toxicity score it did, then construct on argument based on their mental model of the algorithm. In
particular, when moderators believed the model made an error (i.e., a message was scored too low
or too high), they would first identify specific words (e.g., swears) or tone (e.g., anger) that they
believed the model had picked up on. They would also identify cues from the surrounding context
and draw from their personal moderation experience to explain why they thought the model’s
output was incorrect.

7.3 Impact on Passive Moderation Strategies
We found that Convex has the capacity to support passive moderation strategies, where moderators
can keep an eye on the server without taking their attention away from other duties. P3, P5, and P7
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specifically mentioned that ConvEx allows them to focus on one channel while also keeping an eye
on the other channels, which they expect would be especially helpful when moderating a Discord
server with several active channels.

“I’d probably have some of the most active channels here at once. Move the window to my
second screen, work on something else. Moderating is often not a too active thing, and [I’d]
passively [watch] the messages coming in on the sides.” - P3

Several moderators (P4, P8) also had indicated their team consists mainly of volunteers, and
ConvEx could be especially valuable for fewer missed responses and more timely interventions,
especially when moderator capacity is low, such as on holidays.

“This would be very helpful in a situation where, for whatever reason, there’s just not a lot
of moderators active at that time. Actually, we had this a bit around Christmas, because
there’s obviously a lot of people who are busy, off with their families, et cetera. This would
allow a single moderator, a few moderators to keep an eye, basically, on what’s going on
across the server.” - P7

8 DISCUSSION
ConvEx navigates the complex tradeoffs present when building an AI-augmented, mixed-initiative
system [24]. Specifically, we consider three key tradeoffs. First is the tradeoff between accuracy
and precision, where creating a more precise AI trades off in accuracy and vice versa. Next is the
tradeoff between automation and agency. While a highly automated system is fast, giving the
user the agency to make the final decision mitigates the effects of an erroneous prediction from
the AI. The final tradeoff is between configurability and usability. A highly configurable system
can theoretically be tweaked to adapt to many different situations. However, more configurability
necessarily increases the complexity of the user interface.

With ConvEx, we balance these tradeoffs by communicating AI predictions in a way that leaves
room for moderator interpretation. In effect, we pass the initiative back to the user to decide how
much attention to spend on a particular message based on their experience and capabilities. We
reduce the amount of explicit configuration required beforehand for different contexts, instead
leveraging a human moderator’s ability to adapt implicitly (G4). The visualization augments
moderators’ existing strategies when reading through and analyzing messages, including looking
for harsh words, tone, or previously problematic users by adding signals they can use to quickly
assess a situation (G2, G3). By focusing on designing an interface that augments moderators’
existing strategies, we are able to design a system that was intuitive for moderators to use and
complementary in their workflow (G5).
Next, we share implications for the design of future AI-augmented systems for moderation,

augmenting the interface with conversation metrics while leaving room for interpretation, and
supporting varying levels of granularity in moderation tasks. Finally, we also discuss high-impact
extensions to our current design and implementation of ConvEx, including other conversational
metrics (in addition to toxicity and activity levels) that would help moderators proactively identify
and respond to problematic behavior.

8.1 Designing for Flexible Interpretation
Signals generated from computed conversation metrics help guide moderators on what they need to
focus on. Examples include the usage of strong words, all caps, and keywords related to controversial
topics. Computed signals—e.g., synthesized social signals (S3s) in a system like Sig [27]—have the
capability to summarize large amounts of data much faster than a human can, then display these
results to guide users toward certain profiles. These computed signals can be discrete or continuous.
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In the case of a discrete signal (e.g., toxicity markers in Sig), their accuracy is limited by the fact that
they are either correct or incorrect. For example, Sig marks Twitter profiles as likely toxic or not,
which leaves little room for interpretation, and if taken at face value, can be unfair or inaccurate.
However, continuous signals (e.g. star ratings, list rankings) are more forgiving, as they allow for a
wider range of interpretation and thus widen the margin of error. For example, on Google Maps, a
star rating for a restaurant of 4.0 stars does not necessarily indicate a good or bad restaurant and
requires the person making the decision to decide whether 4.0 stars is high enough to be worth the
risk, or if they want to investigate further. Even though the AI prediction does not lead directly
to a decision that can be automated, it helps the user by summarizing and translating relevant
information into a simple metric they are familiar with.

For ConvEx, where the application is moderation, the toxicity score is represented as a real value
between 0 and 1 giving the moderator more freedom in how to interpret the model’s output. The
boundary between a “low” score and a “high” score is usually not as simple as a naïve threshold,
but depends on the context of the message, in addition to the norms within the channel and server.
Because there are many factors involved in making such a decision, and some that might only be
implicitly understood, it is easier for a human to implicitly adapt to the nuances (which algorithms
will miss) between different communities and contexts. Therefore, we designed the visualizations to
guide moderators towards areas of concern, and allow them to use their experience and knowledge
to make judgements (G2). Visual features, such as brighter colors for higher toxicity scores, or
summations of data, such as the bar charts, were designed to take advantage of a moderator’s visual
intuition. Though the visualizations may lack precision, they still retained enough information to be
useful to moderators. For designing similar systems in the future, we propose that communicating
AI predictions in a manner that allows for a flexible interpretation works with the innate ability of
people to adapt, thus suiting the needs for a broader range of communities and moderators (G4).

8.2 Supporting Different Levels of Moderator Oversight
It is important for a moderation system to provide useful information at different levels of granular-
ity, and thereby allow moderators to do their jobs in a top-down approach, with different levels of
oversight and focus. This is critical as moderators are often unpaid volunteers with a finite amount
of time and attention they can dedicate to moderating, especially as they are outnumbered by users
and active conversations and are often unable to keep up with the pace of conversation. With the
current interface of Discord, it is difficult for moderators to monitor multiple conversations live
or take action on one channel without taking their attention away from all the others. Currently,
moderators often rely on user reports (e.g. pinging/tagging) to notify them of where their attention
is needed.
ConvEx enables Discord moderators to passively monitor several channels within the server,

narrow their attention to the most important channels, and locate problematic conversations and
messages within a channel quickly. The activity overview, which provides high-level summaries of
behavior that are quickly interpreted, enables moderators to passively observe the overall health and
activity of the server while performing other tasks, including monitoring other channels or servers
(G1). Within a specific channel, while single-point analyses of messages yield useful information
(e.g., toxicity), discourse-level metrics that analyze multiple messages are useful for forecasting
conversational outcomes. In ConvEx, we employ the strategy of computing discourse-level metrics
by aggregating single-point metrics of several messages within a given time span (see feature V3
in Figure 4), highlighting the trajectory of a conversation.
Moderators were also given the option to view single-point analyses, such as through the

heatmap, allowing for a finer grained reading. The heatmap also allows moderators to read through
messages sequentially, enabling them to use familiar strategies while they learn and adopt the tool
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incrementally (G5). We found that the visual grouping of related signals, e.g., multiple messages
in a row with a high toxicity score on the heatmap or multiple periods with high toxicity in the
activity chart, was interpreted as a single aggregate (in addition to individual scores) with greater
perceived accuracy compared to individual scores. This implicit aggregation and synthesis of low-
level (e.g., message or sentence level) signals represent a strategy for aiding users in higher-level
(e.g., document-level) synthesis. We claim that one strategy for highlighting the trajectory of a
conversation (G3) is to synthesize and present users with discourse-level metrics, from aggregation
of single-point metrics, such as in the activity chart. Another would be to present single-point
metrics in series, as in the heatmap and barchart.

8.3 Next Steps for ConvEx
We plan to extend ConvEx in the following ways:

Visualizing User History. In a future version of ConvEx, our priority would be to add features that
facilitate analyzing patterns of user activity. Many of our participants usually take into account
the history of the users involved before making a judgment or a decision. However, our findings
indicated that the interface may be introducing some friction when moderators are trying to isolate
user-level patterns. Following our participants’ suggestions, we would like to implement separate
views that isolate a user’s past messages and allow moderators to add flags to certain users that
would be rendered next to their name or icon in ConvEx for keeping track.

Collecting Moderator Feedback to Refine AI. We would also like to include a feature that allows
moderators to correct the toxicity score of messages. Considering moderators as domain experts,
their feedback can be valuable sources of ground truth. For example, moderators could flag messages
as toxic or dismiss ones that are not, which can be used to further refine the underlying model.
Further, as we found during the user study, moderators are able to point out what part of the
message they believe led to an erroneous prediction. This kind of detailed feedback could be
suitable for training attention-based toxicity models as well.

Facilitating the Review of User-Submitted Reports. As another possible extension, we would involve
more features that facilitate the review of reports submitted by members of the community. For
example, although one participant believed that ConvEx would be helpful in investigating user-
submitted reports, the overall impression from participants was that ConvEx was not necessary for
this use case. In particular, participants indicated that they would not rely on the toxicity scores
when reading through the context of a user-submitted report, since they already identified that
the content of the report is important. This suggests that the moderators value human judgment
over the algorithmic toxicity scores and that once a problematic event is identified with reasonable
certainty, they would prefer to read through the entire context surrounding the event when deciding
what further action to take. This process could be augmented with a mod queue (similar to Reddit’s
own [10]) that links to the original messages in the channel in addition to the in-line user summaries
proposed above.

Incorporating Additional Conversational Metrics. ConvEx was designed to easily support other
conversational metrics with only slight modification to substitute the Perspective API in the analysis
pipeline (see Section 4.2 and Figure 2) with a different API or algorithm. Thus ConvEx can be
extended to integrate models that forecast conversational trajectories [38], allowing for early
intervention before a conversation breaks down [61]. A model that predicts controversiality [22]
would also be helpful in providing early warning signs for moderators. Prosocial metrics [5] can
also be integrated to support moderation techniques that focus on promoting positive behavior
to build a healthier community. Even non-text models, such as those that use images to detect
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cyberbullying [25, 62], can be used, as messages in chat are not limited to text, often containing
images, videos, links, or emojis. And as new computational models are developed, ConvEx can be
extended to keep up with the latest advances in AI-assisted moderation.
This sort of extensibility will be paramount in the future of moderation systems as online

communities and the technologies around them continue to evolve at a rapid pace [4]. Moderators,
who are the end users of these systems, and software developers, often third-party individuals
unaffiliated with a particular platform [34], will need to continuously innovate and adapt to
changing circumstances. A framework or standards for these unofficial, community developed
moderation systems may become necessary to facilitate the development, deployment, distribution,
and adoption of such tools like ConvEx, Sig [27], and others in the future.

9 CONCLUSION
With ConvEx, we present a system to bridge the gap between recent advances in AI research and
moderation practices. We designed an interface that specializes in augmenting unstructured chat
with visualizations of conversational metrics that aid moderators in monitoring several conver-
sations simultaneously. This allows moderators to quickly locate conversations with problematic
trajectories and take proactive action. ConvEx can be easily extended to incorporate other conver-
sational metrics, including those derived from non-text features. Our mixed-initiative interaction
design enables flexible interpretation of AI predictions, allowing moderators to implicitly incorpo-
rate their own contextual knowledge when interpreting the AI output. We hope that our findings
will inform future approaches to creating AI-augmented systems for moderators.
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A CONSTRUCTING THE SIMULATED SERVER FOR EVALUATION

Fig. 9. An illustration of the directed-acyclic-graph constructed in the algorithm that was used to extract
the longest “conversation-like” chain from top submissions on Reddit. Arrows indicate how the graph was
constructed by creating edges between sibling comments and reply comments. Red arrows indicate the
longest path along the graph from the START node to END node. This path represents the longest sequence
of comments that are “conversation-like” in that adjacent comments are likely related in topic and have been
written after reading the previous comment.

One of the challenges we ran into while recruiting was that potential participants were generally
unwilling to add a bot from an unfamiliar third party to their Discord servers. Thus we decided to
create a simulated server by sourcing conversations from public subreddits and “replaying” them
directly onto ConvEx. Our method for extracting such conversations was to use the Reddit API
to scrape the top submissions on the front page. For each submission, the full comment tree was
fetched. From these trees, “conversation-like” chains of comments were extracted. Two comments
are considered “conversation-like” if the later comment is either a direct reply to the previous
comment (child) or a reply to the same comment as the previous comment (sibling). This captures
the property of conversations where subsequent messages are likely related and were written after
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reading the previous message. This heuristic was used to capture a string of comments with a
conversational nature.

To extract the longest such chain, the comment tree was represented as a directed acyclic graph,
with edges connecting each comment to its replies, and edges connecting each comment to its next
sibling. The “START” node had an edge to each top-level comment, and all nodes had an edge to
the “END” node. A longest-path algorithm was used to find the longest path between “START” and
“END”, and the comments along that path were extracted as the longest conversation-like chain
(see Figure 9 for illustration). In this manner, 206 chains were extracted with a mean length of 20.77
comments and an average time of 1264 seconds (≈ 21 minutes) between comments.
To better simulate a real-time conversation setting the time interval between comments was

reduced by a factor of 60, bringing the average time between comments to 21 seconds. In addition,
the chains were separated into three groups based on the average frequency of messages sent to
simulate channels with low, medium, and high levels of activity. In the simulated Discord server,
there were 4 channels with low activity (> 19.5 seconds between messages on average), 3 channels
with medium activity (10.1 - 19.5 seconds between messages on average), and 2 channels with high
activity (1.86 - 10.1 seconds between messages on average). To simulate transition between topics,
when a chain is exhausted, a longer delay (10x the average delay in the previous chain) is inserted
before randomly selecting another chain with a similar activity rate.
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B ADDITIONAL FIGURES

Fig. 10. When a moderator first launches ConvEx, they are prompted to log in with their Discord account
(1). This redirects them to Discord’s authentication servers, obviating the need to attempt authentication
ourselves, and improving security. The moderator is also prompted to authorize the ConvEx bot on their
server, with a prompt clearly stating what data they are granting access to (2). Once the moderator is logged
in, if they have added ConvEx to multiple guilds (i.e., servers), they can select which guild to view with ConvEx
(3). Selecting a guild leads to the dashboard for that guild (4), whose features are summarized in Table 1.
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