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Social media sites like Reddit, Discord, and Clubhouse utilize a community-reliant approach to content
moderation. Under this model, volunteer moderators are tasked with setting and enforcing content rules
within the platforms’ sub-communities. However, few mechanisms exist to ensure that the rules set by
moderators reflect the values of their community. Misalignments between users and moderators can be
detrimental to community health. Yet little quantitative work has been done to evaluate the prevalence or
nature of user-moderator misalignment. Through a survey of 798 users on r/ChangeMyView, we evaluate
user-moderator alignment at the level of policy-awareness (does users know what the rules are?), practice-
awareness (do users know how the rules are applied?) and policy-/practice-support (do users agree with
the rules and how they are applied?). We find that policy-support is high, while practice-support is low –
using a hierarchical Bayesian model we estimate the correlation between community opinion and moderator
decisions to range from .14 to .45 across subreddit rules. Surprisingly, these correlations were only slightly
higher when users were asked to predict moderator actions, demonstrating low awareness of moderation
practices. Our findings demonstrate the need for careful analysis of user-moderator alignment at multiple
levels. We argue that future work should focus on building tools to empower communities to conduct these
analyses themselves.
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1 INTRODUCTION
Reddit is one of several social media platforms today that utilize a community-reliant model of
moderation [38]. On Reddit, volunteer community moderators create and enforce rules to govern
permissible behavior within their respective communities (or subreddits). However, no built-in
channels exist to ensure that the rules moderators create reflect the needs of their community
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members. Past work has surfaced some of the harms that can arise when a community’s rules are
misaligned with its participants’ values. For example, community members may become frustrated
when well-intended contributions are taken down by moderators [20]. And moderators, who rely
on user-reports to catch rule violations at scale, may have to manage an increased workload to
compensate for low quality user reports [4].
CSCW researchers have proposed a number of systems to improve different aspects of user-

moderator alignment: user-jury systems for reviewing moderation decisions [7, 18, 35], voting
processes to create new subreddit rules [44], and machine learning techniques for automating
moderation in the presence of disagreement [15, 16]. While these systems are promising, we still
lack an understanding of the precise nature and degree of user-moderator misalignments. This
makes it difficult to predict which solutions would be most effective in a real community.

In this paper, we conduct an analysis of user-moderator alignment on r/ChangeMyView (hence-
forth CMV), a large, discussion-based subreddit. CMV was chosen for two reasons. First, it is an
established and active community that enforces a diverse set of community rules. Second, it is
one of the few subreddits for which community moderators were willing to give us access to the
fine-grained moderation data necessary to conduct our study.

1.1 ResearchQuestions
We focus our analysis on measuring alignment at the level of policy-awareness (do users know what
the rules are?), practice-awareness (do users know how the rules are applied?) and policy-/practice-
support (do users agree with the rules and how they are applied?).

We focus on the above dimensions because of their role in determining which interventions would
be most effective for improving user-moderator alignment. If, for example, the rules themselves
are unpopular amongst community members (low policy-support), rule co-creation could be an
important potential solution. On the other hand, a subreddit’s rules could be broadly popular,
but spark disagreements when applied (low practice-support). In this case giving users a voice
in specific moderation decisions, perhaps in the form of a jury system, might be a more effective
intervention. And finally, it’s possible users are unaware of a subreddit’s moderation policies and
practices (low awareness), but find them acceptable once presented with them. This could suggest
the need for greater transparency in the moderation process.

To target each form of alignment, we ask the following research questions:

• RQ1a: To what extent are users aware of the subreddit rules set by moderators? (Policy-
Awareness)

• RQ1b To what extent are users aware of how those rules are enforced? (Practice-Awareness)
• RQ2a: To what extent do CMV users support the existing subreddit rules set by moderators?
(Policy-Support)

• RQ2b: To what extent do CMV users support the way in which moderators enforce the existing
set of rules? (Practice-Support)

To answer these questions we conducted a survey of CMV community members (N=798). To assess
policy support and awareness, participants were asked questions to gauge their knowledge of and
agreement with the existing subreddit rules. To assess practice support and awareness, participants
were asked questions about specific comments that were previously reported for violating subreddit
rules. These comments (1876 total) were randomly assigned to users, and were drawn from a
large-scale dataset of CMV report- and comment- data created by the research team (containing
441,000 comments). A pilot survey was conducted with the subreddit moderators to ensure that
the amount of context provided for each sampled comment was enough to allow for meaningful
survey ratings.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 286. Publication date: October 2023.



Measuring User-Moderator Alignment on r/ChangeMyView 286:3

To analyze the data, we fit a series of hierarchical Bayesian models. Our findings paint a nuanced
picture of user-moderator alignment within CMV. On the one hand, we find that policy-support is
relatively high – for 4 of the 5 subreddit rules, more than 70% of participants rated their support
at least a four on a five point Likert scale. On the other hand, practice-support was limited. We
estimate that correlation between community opinion and the real-world moderator actions ranges
from .15 to .45 across rules. Practice-awareness was also relatively low, with users significantly
underestimating the rate at which moderators removed comments. Crucially, these results held
even after using multilevel regression and poststratification (MRP) to adjust for biases in the survey
sample [10].

We conclude the paper by discussing how our findings inform the design of previously proposed
tools for improving user-moderator alignment. In addition to providing evidence for these guidelines,
our analysis demonstrates a novel, systematic approach to evaluating alignment between users and
moderators in an online community. Although our study is limited in scope to one community, it
may serve as a guide to future studies within this area.

We emphasize that although the goals of this study are oriented aroundmeasuring user-moderator
alignment, it is only one amongst several measures of community health. Communities may deem
low alignment to be acceptable for a number of reasons. For example, moderators of a subreddit
experiencing rapid growth may choose to prioritize the needs of long-time subreddit members over
those of newcomers. Rather than suggesting that all communities adopt the recommendations in
our paper, we argue future work should focus on building tools to allow online communities to
monitor alignment themselves. This would make transparent the trade-offs being made between
alignment and other values within a community. By lowering the barrier to conducting internal
opinion-polling, we could empower communities to adopt the appropriate intervention themselves,
and obviate the need for researchers to intervene directly.

2 RELATEDWORK
2.1 Community-reliant Moderation
Community-reliant moderation systems are those in which content moderation policies vary
between different communities within the same platform [17]. This is in contrast with centralized-
moderation systems, in which a single set of rules is enforced platform-wide (e.g. as on Twitter).
For many community-reliant systems, community rules are created and enforced by volunteer
users rather than paid employees of the platform. Examples of such volunteer-based systems
include content moderation within Reddit subreddits, Facebook groups, or Discord channels [29]. In
practice, most community-reliant moderation systems exist alongside centralized ones [22, 38]. On
Reddit for example, a global set of rules is enforced by the platform, while local rule sets are enforced
by volunteers within each subreddit. Platform-wide rules tend to be oriented around preventing
extreme or illegal forms of antisocial behavior, such as doxxing or incitements of violence. In
contrast, community-specific rules tend to focus on keeping content inline with the community’s
goals.

Prior work has explored some of the strengths and weaknesses of community-based moderation
approaches, both theoretically and empirically. From a theoretical lens, Grimmelmann [17] argues
that community-based moderation systems allow users to ”agree to disagree” over moderation
disputes by sorting themselves into the communities that match their preferences. Empirically,
Chandrasekharan et al. [5] and Fiesler et al. [8] both study the variation in norms across Reddit
communities, finding a wide range of rules employed across subreddits. Chandrasekharan et al. [5]
identify a hierarchical structure to these rules, categorizing rules as either macro-norms, meso-
norms, or micro-norms, depending on how common they were across communities. Jiang et al.
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[24] also find that moderation preferences vary by country, highlighting one source of the rule
variation surfaced by Fiesler et al. [8] and Chandrasekharan et al. [5].

Although the ability to enforce context-sensitive rules is valuable, recent work has surfaced the
immense burden volunteer-based community moderation systems place on their moderators [4, 12,
14, 29, 31]. Specifically, moderators are tasked with addressing issues of governance (identifying
which rules best serve the communities goals) [12, 14, 31] and of scale (enforcing these rules across
potentially thousands of comments each day) [5, 29]. Li et al. [29] estimate the monetary value
of this labor to be high, at roughly 3.4 million USD per year on Reddit alone. Further, several
studies highlight the emotional dimension to this labor – moderators may self-describe their role
as thankless [43] and can be subject to abuse when enforcing policies their communities disagree
with [6, 12].

2.2 Misalignments Between Users and Community Moderators
Given their role in community governance, community moderators can find themselves in conflict
with users when expectations around community rules are mismatched. Such tensions have been
touched on in past studies, both quantitative and qualitative. However, with few exceptions, their
exact degree and nature have not been systematically evaluated. Given our interest in evaluating
alignment along the dimensions of practice/policy and support/awareness, we here discuss prior
studies that address each combination of dimensions, as well as studies that do not fit neatly into
these categories.

2.2.1 Policy Awareness and Support. Few studies directly measure popular support for and aware-
ness of community rules. Still, prior work has highlighted the importance of establishing explicit
guidelines and policies for platforms and online communities [13, 27, 40]. Jhaver et al. [21] found
that users who are aware of community rules are more likely to view moderator removals of their
own comments as ”fair.” Matias [32] found that providing community members with reminders of
community guidelines led to more rule compliance for newcomers. Despite these potential benefits
Juneja et al. [25] note that moderators themselves have mixed feelings about transparency. In
interviews with moderators, they found that while some moderators saw transparency as a virtue,
others worried it would only lead to further anti-social behavior within their communities.

2.2.2 Practice Awareness. Jhaver et al. [20]’s study of user reactions to content removals on Reddit
provides indirect support for the importance of practice awareness. Specifically, in a survey of
authors of recently removed posts, they found that 73% of respondents disagreed when asked if
they suspected their post would be removed. This is in spite of the fact that, just under half of
all participants claimed to have read the rules before posting. This emphasizes the gap between
policy-awareness and practice-awareness – even when users read the community rules, they may
be unclear on how they’re applied.

2.2.3 Practice Support. Lampe and Resnick conducted one of the first quantitative studies on
stakeholder disagreements around specific moderation decisions. In analyzing SlashDot’s built-
in "meta-moderation" system, they found relatively high rates of agreement when moderators
were asked to evaluate other moderators’ decisions – 92% of all post-hoc reviews being deemed
"fair" by another moderator. Atreja et al. [1] conduct a similar study of agreement rates amongst
crowdworkers for a misinformation detection task, though they find lower rates of consensus.

Although these studies provide insight into agreement rates for various moderation tasks, none
look for systematic disagreements between different groups of stakeholders. Jhaver et al. [20]’s study
on user reactions to content removals does get at practice-support indirectly. In their survey of users
who recently had a post removed from Reddit, they also asked participants to self-evaluate whether
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the moderator action taken against them was fair. A majority (59.9%) of surveyed users found the
moderation decision to be unfair. This gives us some signal into the presence of misalignment in
practice-support, though it is unclear whether users may be biased when evaluating their own posts.
Finally, Resnick et al. [37] conduct another study of moderation preferences across stakeholders.
They contrast the ratings of crowdworkers against those of journalists for a misinformation
detection task. They find that the ratings of 8 crowdworkers served as a reasonable approximation
of the rating of a single journalist. Although insightful, this study is divorced from any particular
community context, motivating our work.

2.2.4 Other dimensions. Although we believe the above dimensions are essential to understanding
user-moderator alignment, we highlight a few dimensions investigated in other studies. Weld et al.
[42] conduct a large-scale evaluation of value-alignment between Reddit users and moderator.
They find that moderators tend to find community values like diversity more important than
users and values like democracy less important. Unlike our study, their work captures alignment
across a wide range of subreddits. However, their methodology is not grounded in the specifics of
the communities they study, making it unclear how their findings affect day-to-day operations.
Qualitatively, Gilbert [12] observe that differences in demographics can also be a source of tension
between users and moderators on Reddit.

2.3 Tools and Interventions for Promoting User-Moderator Alignment
Although modern social media platforms lack built-in systems for promoting user-moderator
alignment, many communities have adopted their own ad-hoc practices to achieve this goal. In
interviews with moderators, Seering et al. [39] found moderators occasionally used informal
channels, like polls and discussion threads, to solicit community feedback on rule changes.
Increased transparency into the moderation process has also been surfaced in prior work as a

potentially effective means for improving both policy- and practice-awareness. Compared to other
researcher-proposed interventions, transparency measures are also relatively simple for moderators
to adopt. Jhaver et al. [21] find that content removal explanations, one of the few built-in tools on
Reddit for improving alignment, were associated with a small decrease in the probability of future
rule violations. Matias [32] similarly found that providing users reminders of subreddit rules was
associated with a 10% increase in rule compliance rate among first time commentors, as well as a
70% increase in the participation rate of first-time commentors.

In an effort to improve practice-alignment, researchers have also proposed utilizing juries of
users to evaluate moderation decisions [7, 18, 35]. However, the efficacy of jury systems for content
moderation [23], as well as the details of their implementation [7, 35], remain up for debate. Fan and
Zhang [7] outline a model for designing digital juries, but highlight several open design dimensions,
such as jury composition and deliberation processes. After implementing two examples of digital
jury designs, they find that users perceived the decisions made with juries as more just than
those made by an algorithm [7]. However, Pan et al. [35] found that decisions made using expert
panels were considered more legitimate than those made by juries. Gordon et al. [15] integrates
the jury model with ML-based approaches, developing a system to automate moderation decisions
in a manner that highlights disagreement within the set of raters used to generate training data.
Gordon et al. [16] also develop machine learning techniques to adjust model performance against
human-rater disagreements.
Researchers have also built systems beyond juries for broadening participation in community

governance. Zhang et al. [44] developed PolicyKit, a software infrastructure that allows online
community members to develop, implement, and amend community guidelines and governance
processes. By design, PolicyKit is able to handle varying balances of user-moderator participation.
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This is a strength of the system, as the right balance between user and moderator control is
likely context dependent. However, determining the right balance of control in different contexts
remains an open question, motivating our work as a potential first step. Matias and Mou [33]
developed an experimentation infrastructure, CivilServant, to enable community members and
moderators to evaluate policies. After conducting two case studies using CivilServant, they found
that experiments conducted using CivilServant ultimately informed moderator practices as well as
community guidelines [33].

Each of the described tools aims to improve user-mod alignment in at least one of the forms we
conceptualize in this paper (i.e. practice-/policy- support and awareness). However, what is missing
is a systematic framework to measure where misalignments occur within a community. Our work
is motivated by the need for such a framework, as it allows us to identify which solutions are most
promising for improving alignment, and to evaluate whether they actually work once they have
been deployed.

3 DATA COLLECTION

An example of an r/ChangeMyView post:

An example of a user awarding a delta (in the second comment):

Fig. 1. A successful viewpoint change from r/ChangeMyView. Usernames are redacted.

In the following subsections, we will describe the design of our study and the factors that
motivated it. We begin by discussing our approach to recruiting subreddits and provide an overview
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of CMV, the subreddit we ultimately study. Next, we describe the data collection procedures of
our study. This includes a longitudinal scrape of moderation data (Section 3.2.1), a pilot survey
conducted with CMV moderators (Section 3.2.2), and a large-scale survey of CMV users (Section 3.3).
Ethical considerations made for each procedure will be discussed within their respective subsection.
A discussion of broader ethical considerations can be found in Section 3.4. All described data
collection procedures were approved by our university’s Institutional Review Board (IRB).

3.1 Selection of CMV
3.1.1 Recruitment Procedures. Initially, we reached out to the mods of 20 subreddits about partici-
pating in our study. We targeted subreddits that were large (at least 100k subscribers) and contained
distinct, subreddit-specific rules (i.e. micro-norms as per Chandrasekharan et al. [5]’s terminology).
For recruitment purposes, a preliminary assessment of a subreddit’s rules was done by a member
of the research team. Rules were subjectively categorized as micro-, meso-, or macro-norms if they
were similar in scope to the example norms surfaced in [5].

Understandably, most of the subreddits’ moderators expressed discomfort with giving an external
party access to private mod-queue and -log data. Unfortunately, this data was necessary to conduct
an audit of their moderation practices (see Section 3.2). As a result, CMV was the only subreddit
to agree to all the study procedures. Although the inclusion of more subreddits would have been
useful, we believe CMV has several properties which make it an interesting case study. We describe
these below.

3.1.2 What is CMV? CMV describes itself as “A place to post an opinion you accept may be flawed, in
an effort to understand other perspectives on the issue.” The subreddit is relatively well-established,
and has existed since 2013. CMV posters submit an opinion they hold that they are open to changing,
and commenters present them with arguments in an attempt to persuade them to change their
view. A unique feature of the subreddit is its delta point system. When a commenter successfully
changes the viewpoint of a poster, they can be awarded a delta. Accrued deltas are displayed next
to a commenter’s username, and are tracked on subreddit leaderboards. Figure 1 demonstrates
an example of a typical post in CMV, as well as an example of a delta being awarded. A list of CMV
commenting rules can be found in Table 1.

3.1.3 Why study CMV? Beyond meeting our inclusion criterion, CMV is noteworthy because its
moderators have already taken steps to increase alignment within their community, in line with
recommendations from prior work [20, 21, 25]. Thus, our access to CMV allows us to gain insights
into what user-moderator alignment looks like in a community where moderators have made
reasonable effort to improve it. Of course, this limits our study’s generalizability, since many
subreddits do not go to these lengths [25].

3.2 Preliminary Dataset Construction

Mod Queue/Log
Observation

Moderator Survey User Survey

Fig. 2. Diagram of the order in which relevant study datasets were constructed. We first collected 3 months
of comment, user report, and moderator action data. This data was then used to generate a pilot survey sent
to CMV moderators. Based on feedback from moderators, we redesigned the survey format, and sent the main
survey CMV users

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 286. Publication date: October 2023.



286:8 Vinay Koshy et al.

Table 1. List of rules on CMV, as well as an example of a comment removed for violating each. Example
comments were pulled from our scrape of the subreddit’s moderation data.

Rule Name Rule Description Example Violation

Rule 1:
Doesn’t Challenge OP
(top-level only)

Direct responses to a CMV post must challenge at least one
aspect of OP’s stated view (however minor), unless they are
asking a clarifying question.

“I don’t really have anything to disagree with you on.
I just wanted to say that I’ve felt this way for a while [...]”

Rule 2:
Rude/Hostile Comment

Don’t be rude or hostile to other users. Your comment will
be removed even if the rest of it is solid. “They started it” is
not an excuse. You should report it, not respond to it.

“You’re kind of a tool. [...]”

Rule 3:
Bad Faith Accusation

Refrain from accusing OP or anyone else of being unwilling
to change their view, or of arguing in bad faith. If you are
unsure whether someone is genuine, ask clarifying questions
(see: socratic method). If you think they are still exhibiting
ill behaviour, please message us.

“Why post this in this subreddit? You’re clearly
not interested in hearing the other side.”

Rule 4:
Delta Abuse/Misuse or
Should Award Delta

Award a delta if you’ve acknowledged a change in your view.
Do not use deltas for any other purpose. You must include an
explanation of the change along with the delta so we know it’s
genuine. Delta abuse includes sarcastic deltas, joke deltas,
super-upvote deltas, etc.

“I’m giving you a !delta because at least you
understand that[’s] why I feel what I feel.”

Rule 5:
Doesn’t Contribute
Meaningfully

Comments must contribute meaningfully to the conversation.
Comments that are only links, jokes, or “written upvotes” will
be removed. Humor and affirmations of agreement can be
contained within more substantial comments.

“Big word brain hurt. Me smash.”

In this section, we detail the datasets constructed prior to the main survey of CMV users. Recall
that to evaluate practice-support and awareness, we needed to have community members review
past moderation decisions. As such, we began by scraping data from CMV’s moderation logs to
generate a pool of moderator actions for CMV users to audit in our main survey. We also conducted
a small scale pilot survey with CMV moderators to help finalize the design of our main user survey.
All primary measures of interest (policy/practice-awareness and policy/practice-support) were
collected in the user survey. We describe the moderator action and pilot survey datasets below, and
describe the user survey dataset in the next subsection.

3.2.1 Constructing the CMV Moderator Action Dataset. Data was collected over a 3 month period
between July 28 and Oct 19, 2021. We used the Reddit API to scrape every comment posted to
CMV during this period (441,000 total), to the best of our ability. Due to technical issues, our data
collection was down for a two-day period (August 25-26). For each comment, we collected basic
information. This includes, but is not limited to: the text of the comment, all user reports issued
against the comment, and all moderator actions taken on the comment. User reports are anonymous,
and typically include a subreddit-specific rule the comment was accused of violating. Less frequently,
comments were reported for violating platform-wide rules or were given a custom report reason.
Moderator actions were always either a removal, meaning the comment gets taken down, or an
approval, meaning the comment would be allowed to stay up. A full list of variables stored for each
comment can be found in the supplementary materials. These variables were chosen to ensure
that we would be able to provide enough context for comments when including them in the user
survey. It is important to note that user report and moderator action data were sourced from CMV’s
mod-queue and mod-log respectively. These are not publicly accessible through the Reddit API. To
make this data available, the moderators of CMV had to grant access to the research team’s Reddit
account.
Prior to data collection, moderators were briefed on the purpose of our study and given an

overview of the data we wished to collect. Upon request, we also gave the moderators a chance to
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inspect our data collection scripts for the sake of transparency. 1 Moderators were also given the
option to view the raw data collected, though none requested this.

After the data collection period, we used comment IDs to match reply comments to their parents.
Because CMV moderators typically share public removal explanations after taking down comments
we also matched each removed comment to its stated removal reason where possible. To help
preserve the privacy of commenters, we dropped all comment IDs from the dataset. In some cases,
comments in our dataset were deleted by their original poster after being ingested into our database.
To respect the posters’ privacy, these comments were dropped from our dataset, and not included
in subsequent surveys. This accounted for less than 1% of all collected data.

3.2.2 The Moderator Survey Dataset. Once the CMV moderation action dataset was constructed,
we used it to generate a preliminary set of comments to show moderators in a pilot survey. Two
goals motivated our decision to conduct the pilot survey. First, we wanted to understand how much
context was necessary to identify rule violating comments. Second, we wanted to get a qualitative
sense of how often moderators disagreed on how to handle a comment. Although our primary goal
is to understand user-moderator alignment, getting a sense of the alignment within the mod team
provides useful contextualizing information for our user-moderator findings.
We had 4 of the 19 CMV moderators go through previously posted comments and label each

with rule violations where appropriate. Moderators reviewed 134 comments in total, with each
comment receiving 2 moderator labels. Unless otherwise specified, comments were assigned to
moderators to ensure that the moderator had not removed, approved, or reported the comment
before in the past. The survey took moderators an average of 1 hour to complete, and participating
moderators were compensated with a $20 Amazon gift card. Because of our uncertainty around
how much context to provide for each comment, we felt it was important to ensure that comments
with varying trajectories through the moderation pipeline were represented. Specifically we chose
to include:

• 20 comments that were never reported by users or removed by moderators
• For each rule 𝑟 :
– 5 comments that were reported and removed for violating 𝑟
– 5 comments that were not reported, but were removed for violating 𝑟
– 5 comments that were reported for violating a different rule, but removed for violating 𝑟
– 5 comments that were reported for violating 𝑟 , but were not removed

• For each mod:
– 5 comments in the mod queue that were previously reviewed by the same moderator under
consideration

For Rule 4, which was fairly uncommon and rarely resulted in removal, it was not always possible
to find comments for each of the five sub-categories.
For each comment, moderators were provided with the text of the comment, the text of the

immediate parent of the comment (if applicable), and the title and body of the post associated with
the comment. Moderators were asked to select which rule they believe the comment violated out
of a list, if any, and to provide any additional information they felt like they would need to see in
order to make a decision.
We found only a few cases where moderators needed additional information before making

their decisions (details can be found in the supplementary materials). Hence, we decided our
survey format provided an adequate amount of context. However, moderators found the survey’s
representation of comments and surrounding context confusing. As a result, we modified the survey

1These scripts can be viewed here: https://github.com/vinyoshy2/public-moderation-data-collection
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representation of comments to more directly mirror the Reddit interface. The updated comment
representation can be found in fig. 5, while the original can be found in Appendix B.

3.3 The User Survey Dataset

Participation Data
Comment Rating #1 

(Practice 
Support/Awareness)

Rule Recognition 
(Policy Awareness)

Rule Likert Rating
 (Policy Support)

Comment Rating #2 
(Rule Application)

Fig. 3. Diagram of user survey flow. Users completed a series of tasks designed to measure their participation
rates on Reddit, and evaluate their alignment with the moderators

After the survey design was finalized, we distributed it to CMV users. The distribution and design
of the survey will be described in this section. The survey consisted of five major sections (see
Figure 3). In the first section we collected participation metrics for each user to conduct response
bias correction. In the second section, users were shown a series of previously submitted comments,
and were asked questions to assess practice support and practice awareness. In the third section,
users completed a rule recognition task to assess policy awareness. In the fourth section, we assessed
policy support by asking users to provide a Likert rating of their support for each subreddit rule.
Finally, having been shown the subreddit rules, users were asked to relabel comments from the
second section based on which rules they believed would apply as written. Although not directly
associated with any of our research questions, this section was included to assess whether our
practice awareness stemmed from a genuine lack of knowledge of how the rules were applied, or
simply a high degree of subjectivity in how the rules are worded.

3.3.1 Survey Distribution. We distributed survey links through Reddit direct messages. Links were
sent out over a one month period between March 17th and April 19th, 2022. Users who commented
on CMV were sent a survey link with a 20% probability each time they commented, and survey
links were never sent to the same user twice. A total of 8376 links were sent out over the 34 day
period, yielding 798 complete survey responses. One out of every 100 participants received a $50
Amazon gift card. Only users who supplied a username were eligible to receive this, as we did not
collect any other personal information that would allow us to contact users if they won. Survey
participation was restricted to participants over 18 and under 65 years of age, and to participants
who resided in the United States.

3.3.2 Participation Metrics Collection. Given that some degree of response bias is expected in any
survey, we wanted to collect background metrics for each sampled participant to compare against
the subreddit population. Here, we chose metrics that we believed would affect both whether a
participant would respond to our survey, and how they would respond. We identified a few factors
that met these criteria: amount of experience with Reddit, activity level (on r/ChangeMyView
and across subreddits), and prior interactions with moderators (on CMV and across subreddits).
Specifically we collected:
(1) Account age
(2) Number of comments posted on Reddit in the last month
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(3) Number of comments posted on CMV in the last month
(4) Number of comments removed on Reddit in the last month
(5) Number of comments removed on CMV in the last month
(6) Whether or not the user was a moderator of any subreddits
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Fig. 4. Comparison of survey respondents to survey link recipients (both respondents and non-respondents)
along various measures. Notice the survey over-samples users with lower commenting rates, older accounts,
and fewer comment removals.
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Users were given two means to provide this information. First, they were given the option to
provide us with their Reddit usernames, allowing us to scrape these metrics from their profile
through the Reddit API. They were also given the option to self report this data rather than provide
their username. Self-reported data was collected in interval format, rather than in precise numbers
(e.g. "1-2 years" for account age). 103 of the 798 participants chose to self report their information.
If users opted to self report their information, their usernames were not linked to their survey
response at any point in our dataset. If a username was supplied, it would be linked to their survey
response until we scraped the relevant metrics from their profile, at which point it was deleted from
our dataset. To conduct response bias adjustment, we also needed to estimate the joint distribution
of the collected variables in the subreddit as a whole. To do so, we scraped these same metrics for
1270 randomly selected user accounts who were sent a survey link, regardless of whether they
responded or not.
Two issues arose when scraping usernames collected through the survey. First, a substantial

number of respondents provided us with usernames that did not correspond to real Reddit accounts.
In some cases, these appeared to be typos (e.g. users used underscores instead of hyphens). In
other cases these usernames seemed to be deliberately false. Additionally, some accounts appeared
to have been deleted or suspended before we were able to scrape them. Of the 695 usernames
provided, we collected participation data from 518 successfully. The MRP analysis used for response
bias correction (see Section 4) was conducted using these 518 responses and the 103 responses
containing self-reported participation rates. All unadjusted results are presented using the full 798
responses. The validity of our MRP analysis rests on the assumption that the relationship between
the adjustment variables and the survey measures does not differ between accounts that were and
were not successfully scraped. This assumption should be taken into account when interpreting
our results.

We found a handful of biases in our data when comparing the 518 scraped participation metrics
against the subreddit population (see Figure 4). We find a skew towards users with lower com-
menting rates across Reddit (median of 87.5 comments in the sample vs 131 in the population) and
lower commenting rates on CMV (median of 4 vs 9). This skew ran counter to expectations, as we
predicted highly active users would be more likely to participate. Survey participants were also a
little less likely to have comments removed on Reddit (median of 0 vs 1), and tended to have older
accounts (median of 5.78 years compared to 3.94). Survey participants were only slightly less likely
to be the moderator of any subreddits.

All biases along these variables should be taken into account when interpreting any unadjusted
results presented in later sections. For adjusted results, one should still be mindful of potential
biasing factors we were unable to adjust for.

3.3.3 Practice Awareness and Support. In the second section of the survey, participants were shown
limited re-creations of comments previously posted to the subreddit. Figure 5 contains an example
of a comment shown to survey takers. Users were shown five comments, and each comment was
shown to two users. Each time a new comment needed to be included in the survey, we first
randomly selected a subreddit rule, and then randomly selected a comment that had been reported
by a user for violating it. We opted to focus on reported comments because they are guaranteed
to have a moderator decision associated with them, allowing for direct comparison between user
and moderator opinion. This comes with a tradeoff. A reported comment is more likely to be
controversial, since at least one user thought it was acceptable to post (the author), and at least
one user thought it was unacceptable (the reporter). Although reported comments reflect the bulk
of moderators’ day-to-day workload, our analysis may not reflect the degree to which users are
happy with the end results of CMV’s moderation system.
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Fig. 5. Example of the interface used to show comments to users. The text of the relevant comment is
highlighted. Where applicable, users are also shown the immediate parent of the comment, as well as the
post associated with the comment

Comments used in the pilot moderator survey were also included as part of a separate pool to
allow for a small, but direct comparison between users and moderators in the survey environment.
In total, 1876 comments were rated. For each comment, participants were asked how they would
handle the comment if they were a moderator (practice support), and how they believed the current
moderators would handle the comment (practice awareness). Response options corresponded to
removal, approval, unsure, and a write-in to specify some other action.

To determine appropriate sample size for this study, we followed recommendations by Gelman
and Carlin [9] and conducted extensive analysis on simulated data prior to deploying the survey.
We determined how precisely we could capture practice-support and -awareness with varying
numbers of sampled comments and ratings per comment. The results of these simulations are
included in the supplementary materials. We also note that because our analysis is Bayesian, our
model results have built-in uncertainty quantification. As long as there is enough data to ensure
the model is identifiable, credible intervals generated from our model’s posterior should capture
the degree of certainty contained in the data. We provide evidence of model fit in Appendix A.4.
Due to the potentially sensitive/offensive nature of some previously removed comments (e.g.

comments containing references to suicide or hate speech), users were provided with a short
content warning prior to being shown this section and given the option to skip it entirely.1 Only a
single user who completed the survey selected this option.
To avoid priming participants, this comment rating task was completed prior to the tasks in

which participants were shown the actual subreddit rules.

3.3.4 Policy Awareness. To assess policy awareness, we set up a rule recognition task in which
users would be asked to identify CMV rules out of a list containing the five actual CMV rules (Table 1),
1The text of the content warning was: “On the next few pages, you will see comments that were previously posted to
r/ChangeMyView, some of which were removed by the moderators. The research team conducting this study feels that some of
these comments may contain text that is potentially offensive (e.g. references to suicide, hate speech, body-shaming, etc). If you
do not feel comfortable viewing such text, please indicate so below, and you will skip this portion of the study.”
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Table 2. A list of decoy rules used in the rule recognition task

Rule Name Subreddit Rule Description

Invalidation r/AskWomen

No invalidation of others’ experiences. Invalidation includes but is
not limited to: Stating or implying that a user’s personal experiences
or opinions are wrong or otherwise invalid, or debating someone’s
personal experiences or opinions

Information Quality r/Coronavirus
Keep information quality high. There are many places online to
discuss conspiracies and speculate, we ask you not to do so here

Replies to Removal r/CanadaPolitics
Replies to removed comments or removal notices will be removed
without notice, at the discretion of the moderators.

Medical Advice r/AskScience
Medical advice is strictly prohibited on CMV. Asking for or giving
medical advice are both against the rules.

Cite Sources r/NeutralPolitics
If you’re claiming something to be true, you need to back it up with
a qualified source. There is no ’common knowledge’ exception, and
anecdotal evidence is not allowed.

and five additional decoy rules (Table 2 ). Decoy rules were selected from other subreddits oriented
around discussion of sensitive or political topics. In selecting decoy rules, the research team tried
to ensure that they would still make sense in the context of CMV, while being sufficiently different
from the existing CMV rules. Each rule’s text description was taken from the sidebar of its source
subreddit. Although we acknowledge that the selection of decoy rules introduces subjectivity into
the experiment design, it provides some signal of rule awareness while minimizing cognitive load
for participants. Further, it is easy to make this subjectivity transparent since we provide the chosen
decoy rules above. Since measuring policy awareness relies on participants not having seen the
subreddit rules, we included it before the policy support Likert rating question.

3.3.5 Policy Support. Participants were next shown a list of the real subreddit rules, and were
asked to rate their support for each of the subreddit rules on a 1 to 5 point Likert scale. Likert scales
are commonly used in political science and psychology research, and provide a low-cost way to
measure positive or negative sentiment towards a policy [30].

3.3.6 Rule Application Task. Finally, participants asked to read through the comments from the
practice-support and practice-awareness tasks a second time. For each comment, they were shown
the list of CMV rules and asked to select any they believed applied to the comment. This section was
included to add context to the practice awareness task. Specifically, it enables us to distinguish a
genuine lack of knowledge of how a rule is enforced from subjectivity that may be inherent to the
application of a rule.

3.4 Ethical Considerations
In designing this study, care was taken to respect the autonomy and privacy of CMV moderators
and community members. In general, we followed guidelines from Bruckman’s work on ethically
studying online communities [2]. This included seeking permission from community moderators
before distributing survey links, and orienting our study around producing information that can
directly inform community policy. Additional measures were taken with non-publicly available
data collected in our study. At no point during collection were moderator usernames associated
with specific actions. Instead, moderator usernames were replaced with salted cryptographic hashes
to prevent moderator identity from being revealed. Further, we remove potentially identifying
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information from comments and survey responses in our datasets before releasing them to a wider
audience (e.g. text, author, exact time of posting, etc).

4 DATA ANALYSIS
We applied three primary forms of analysis to our data. For the policy awareness and policy support
questions, we compute simple summary statistics to characterize our in-sample data. For the
practice-support and practice-awareness questions, we rely on a more sophisticated hierarchical
Bayesian model to disentangle the relationship between user- and moderator-supplied labels
across comments and rules. Finally, to understand how our results generalize to the population of
non-survey-respondents, we apply MRP analysis to all four of our primary alignment measures
(policy/practice- support and awareness). We begin by providing an overview of Bayesian modeling,
and motivate its use in this study. We then describe the model used to evaluate practice-support
and -awareness, and conclude by describing our use of MRP.

4.1 Bayesian Modeling
Hierarchical Bayesian models were used throughout our analysis. This decision is motivated by
several factors. First, our dataset is naturally hierarchical, as we are interested in estimating values
across subreddit rules (e.g. “On average, what proportion of users think that a comment reported for
violating Rule X should be removed?”). Partial pooling allows us to share information across rules,
improving estimation. Second, Bayesian modeling allows us to incorporate weak prior information
into our analysis, biasing our estimation towards reasonable values [34]. This is essential in small 𝑛
studies where variance is high. Additionally, because we use maximum-entropy priors, our results
are maximally conservative given the assumptions our priors encode [34]. Kay et al. [26] provide a
detailed discussion of why Bayesian modeling is a good fit for HCI research.
All models are fit using the Numpyro implementation of the No U-Turn Sampler [36]. Full

mathematical descriptions of each model are included in Appendix A.2. All analysis code (and the
requisiste data) is accessible through publically available Google Colab notebooks 2. To assess model
fit, we follow the recommendation of Gelman et al. [11] and use visual posterior predictive checks.
Because Bayesian models are generative in nature, a posterior predictive check entails simulating
data according to the fitted model parameters and then comparing these simulations to the observed
data. To assess fit, we can check whether the model has learned to replicate the patterns of interest
from the dataset. Posterior predictive checks for the analysis of the comment-rating model are
included in Appendix A.4.

4.2 Modeling Practice Support and Practice Awareness
Recall that in our user survey, participants were asked to provide three ratings for each comment
shown. In particular, participants were asked to predict what the moderators would do with the
comment, to state what they themselves would do if they were a moderator, and to state whether
a subreddit rule was applicable to the comment. We are interested in understanding whether
user-supplied labels correlate with real life actions taken by moderators. For the first two comment
rating tasks presented to the users (eliciting their personal opinion and their prediction of how the
mods would act), additional steps had to be taken to compare the provided labels against real life
moderator actions. First, responses were treated as binary, with “This comment should be removed”
denoting an express preference for removal and “No action is necessary” and “Unsure/Need more
context to tell” denoting a lack of immediate preference for removal.

2https://drive.google.com/drive/folders/1EqZ1RBWFZokdoHGT-pB-7pKPbHBM2IJT?usp=sharing
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Second, special considerations had to be made for the write-in option associated with the
“Some other action should be taken” answers. This option was selected in 2% of all ratings for the
first practice-awareness task, and in 6% of all ratings for the practice-support task. The write-in
options for these questions were manually parsed to determine if participants indicated support for
immediate removal or not, and were mapped to the corresponding answer choice. Specific details
on how these responses were parsed are included in the supplementary materials.

In general, we will refer to a user-provided label as “positive” when a user states that a comment
should be removed, predicts a comment will be removed, or states that a rule applies to a comment.
We will refer to a user-provided label as “negative” when it does not express a preference for removal,
predict a removal, or state that a rule applies to the comment. Mod-provided labels (either in a
survey or real life) are “positive” when they correspond to a comment being removed, and negative
when they do not.

We compute two measures of alignment between real life and survey labels for these questions.
First, we consider whether the rate of positive labels are similar. Second, we consider whether real
life labels are correlated with probability of observing a positive survey label. In other words, are
comments that receive more positive labels in the survey likelier to have been removed in real life?

Let 𝑐𝑖,𝑟 correspond to the 𝑖th comment reported for violating rule 𝑟 . Ourmodel says that underlying
each comment is:

• A latent tendency 𝜒𝑟,𝑢 [𝑖] that user 𝑢 would remove the comment if they were a moderator.
The label observed is denoted by the variable 𝑥𝑟,𝑢 [𝑖].

• A latent tendency𝜓𝑟,𝑢 [𝑖] that user 𝑢 thinks a moderator will remove the comment. The label
observed is denoted by the variable 𝑦𝑟,𝑢 [𝑖].

• A latent tendency 𝜔𝑟,𝑢 [𝑖] that a user 𝑢 thinks a rule applies to the comment. The label
observed is denoted by the variable 𝑧𝑟,𝑢 [𝑖].

• A latent tendency [𝑟 [𝑖] that the comment will be removed in real life. The label observed is
denoted by the variable𝑚𝑟 [𝑖].

• A latent tendency \𝑟,𝑣 [𝑖] that a moderator 𝑣 will think a comment should be removed within
the survey environment. Recall that the comments included in the moderator survey were
also included in the user survey, though these only account for only a small percentage of
comments shown to users. The label observed is denoted by the variable 𝑠𝑟,𝑣 [𝑖].

We want to allow these latent probabilities to co-vary, and learn the degree to which they co-vary
from the data. We model this as a generative process. The latent continuous tendencies above are
drawn from a multivariate-Normal distribution for each comment and are transformed into positive
label probabilities via logistic transformation. Thus, for each rule 𝑟 , we learn a set of means (`𝑟 )
and covariance matrices (Σ𝑟 ) that govern the distribution of labels across all comments reported for
violating that rule. Intuitively, the learned means can tell us whether the rates of positive labels are
similar in different contexts. The learned covariance matrices can tell us whether the occurrences
of positive labels are correlated across contexts. This is described in the set of equations below:

𝑥𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜒𝑟,𝑖 ))
𝑦𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜓𝑟,𝑖 ))
𝑧𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜔𝑟,𝑖 + 𝜔 ′

𝑢))
𝑚𝑟 [𝑖] ∼ Bernoulli(Logistic([𝑟,𝑖 ))
𝑠𝑟,𝑣 [𝑖] ∼ Bernoulli(Logistic(\𝑟,𝑖 )

[𝜒𝑟,𝑖 ,𝜓𝑟,𝑖 , 𝜔𝑟,𝑖 , [𝑟,𝑖 , \𝑟,𝑖 ] ∼ MvNormal(`𝑟 , Σ𝑟 )

(1)
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We set priors on model parameters `𝑟 and Σ𝑟 to be weakly informative. We allow for any value
of the parameters to be possible, but bias them somewhat against extreme values. Where possible,
we incorporate partial pooling into the priors for `𝑟 across rating contexts.

Because each user rates multiple comments in our design, we include user-specific slopes to
account for our repeated-measures design. For a full description of the model, see Appendix A.3

4.3 What is MRP?
Response bias correction for all analysis is done via multilevel regression and post-stratification
(MRP) [10, 41]. In MRP, a linear model is fit to predict a participant’s response to a survey question
based on a set of predictors chosen by the researcher. Ideally, these predictors should represent
the factors that affect both whether a participant will respond, as well as how they respond. To
use MRP, the researcher must have access to these variables within their survey sample, as well
as in the population they wish to generalize to. The linear model is fit using the sample data, and
then applied to predict responses in the general population. Crucially, this method assumes that
the relationship between the predictors and the outcome are the same for the sample as in the
general population. Although model fit to the survey sample can be assessed through a number of
traditional means (e.g. 𝑟 -squared values, cross-validation, etc), fit to the general population is not
able to be assessed without collecting additional data.
Below, we outline how MRP is applied to each alignment method. Additional details for the

models can be found in the Appendix A.

4.3.1 MRP for Policy-Awareness. We fit a logistic regression to model relationship between the
response bias predictor variables, and the log-odds that a participant will select each rule (real or
decoy) out of the provided list. Our model consists of a varying intercept for each rule and a set of
slopes for each rule associated with the predictors used for response bias correction.
We need to make special considerations to handle the response bias predictors associated with

self-reported participation data. This data is interval-censored. In other words, we observe an
interval that contains the true value we’re interested in, rather than directly observing the value
itself. For example, if a user’s account is 18 months old, we only observe the interval ”1-2 years.” To
handle this, we model the true value for each predictor as a latent variable which generates the
observed interval. The priors for these latent variables are described in Appendix A.2.

4.3.2 MRP for Policy-Support. Analysis for this section is similar, but uses an ordinal regression
rather than a logistic regression. An ordinal regression is needed to model Likert response data, as
it cannot be assumed to be even-interval [34]. In other words, although a response of ‘2’ to more
support than a ‘1’, and a ‘3’ corresponds to more support than a ‘2,’ we have no way to claim that
the difference between a ‘3’ and ‘2’ is the same as the difference between a ‘2’ and ‘1.’

4.3.3 MRP for Practice-Support and -Awareness. ApplyingMRP to our comment rating data requires
only a small modification to the model described in Section 4.2. We simply treat `𝑟 as a linear
function of the response bias predictor variables. This allows us to learn the relationship between
the predictors and the observed outcomes within our survey sample.

5 RESULTS
5.1 Finding 1: Mixed Evidence for Policy Awareness (RQ1a)
First, we describe the results for the rule recognition task. In Figure 6, we observe a clear separation
between the real rules (selected an average of 82% of the time) and the fake rules (selected an
average of 30% of the time). In Figure 7a, we see that participants were able to identify the correct
rules reasonably well, with 52% of participants making two mistakes or fewer. Still, only 13% of
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participants achieved a perfect score. Although this provides clear evidence that users have some
ability to recognize the subreddit rules, it provides only limited evidence that users are truly aware
of the subreddit rules.
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Fig. 6. Percentage of respondents who selected each rule as belonging to r/CMV’s official list. Decoy rules are
indicated in grey. Notice that the real rules are selected at 2-4x the rate of the decoy rules.

Surprisingly, despite the sample skew described in the previous section, we found that the results
did not change significantly after conducting MRP. This was the case for all survey sections in
which MRP was applied. As such, we save the reporting of MRP-adjusted results for the appendix
(Appendix A.1). However, we did find significant associations between participation variables and
the response values. Specifically, compared to users who are otherwise similar with respect to
the participation variables, users who were more active on CMV were significantly more likely to
correctly identify most subreddit rules in this section (see the supplementary materials for a table
of model coefficients).

5.2 Finding 2: Policy Support is Relatively High (RQ2a)
Evidence for policy support is comparatively much stronger. Figure 7b demonstrates the over-
whelmingly positive skew in ratings for all of the subreddit rules. The average ratings for the five
rules were 4.5, 4.1, 3.5, 4.5, and 4.1 respectively. Rule 3, which was selected the least often amongst
the CMV rules in the recognition task, also received the most negative ratings. This may be because
participants view the rule as unnecessary for the subreddit to fulfill its function. This is in stark
contrast to Rule 4, which was selected the most often in the rule recognition task, and received the
highest share of positive ratings in this section. Rule 4, unlike Rule 3, governs a core element of
CMV, the delta system, which may explain its high ratings.
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(a) The proportion of users who correctly labeled 𝑛
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Fig. 7. On the left (a): the proportion of users who correctly labeled 𝑛 rules. Real CMV rules are considered
correctly labeled if the user selected them as belonging to the official list of rules. Fake rules are considered
correctly labeled if the user did not select them. Almost all scores are above a 5, suggesting that users are at
least doing better than randomly guess. On the right (b): the distribution of Likert scores received by each
rule. Support for rules is generally high, with all 5 rules exhibiting a left-skew.

Results from our MRP model indicate that users who were more active on r/ChangeMyViewwere
significantly more likely to support all five subreddit rules compared to users who are otherwise
similar with respect to the adjustment variables. On the other hand, users with more prior comment
removals (both on CMV and across Reddit) were significantly less likely to support all rules (see the
supplementary materials).

5.3 Practice Support and Awareness Findings (RQ1b, RQ2b)
We assess practice support using results from our fitted Bayesian model. Our model is designed
to explain data from all three user comment rating tasks (practice-awareness, practice support,
and rule application), the data on real life moderator decisions, and the data on survey moderator
decisions. As with prior sections, response-bias adjusted results are included in the appendix. All the
inferences discussed below result from inspecting different learned components of our unadjusted
model. Note that the estimated values presented below are not model parameters themselves.
Because we use logistic and ordinal transformations to model the data in this section, our model
parameters are not easily interpretable. However, because our model is generative, we can simulate
conducting our experiment hundreds of times by generating data according to draws of parameters
from the fitted model’s posterior. We can then compute more interpretable quantities of interest
across the simulated experiments, and generate Bayesian credible intervals for them. An important
caveat is that these results are only meaningful if the model fits the data well. We present evidence
of strong model fit in Appendix A.4.
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5.3.1 Finding 3: Low to Moderate Practice Support/Awareness. First, we look at whether users and
moderators supply positive labels in each context at the same rate. Figure 9a demonstrates that users
significantly underestimated the rate at which moderators removed comments, suggesting low
practice-awareness. Rule 4 was the sole exception to this trend. This is because for Rule 4 reports,
CMV moderators tend to provide a warning first, rather than immediately removing comments. In
some cases the underestimation rate was quite large – for Rule 1, users predicted moderators would
remove comments 39% (95% CI: [34%-44%]) of the time – in practice these comments were removed
80% (95% CI: [76% - 84%]) of the time. For other rules, like Rules 2 and 3, this underestimation was
smaller. A similar, though slightly more exaggerated trend was present for the practice support
questions. In general, survey takers supported comment removal at a slightly lower rate than they
predicted.
Although this data suggests that moderators and users have different thresholds for removal,

it’s unclear whether moderator decisions are at least correlated with user opinion. In other words,
does removal become more likely as more users think a comment should be removed? Figure 9b
shows that such correlations exist, but range from low (.15, 95% CI: [.02-.27] for Rule 1) to modest
(.45, 95% CI: [.31-.59] for Rule 4) for both practice support and practice awareness. Interestingly,
participants’ practice support and practice awareness labels were strongly correlated (.89, 95% CI:
[.81-.97]). This could suggest that, beyond their own beliefs, participants had little information to
go off of when predicting how moderators would act.

5.3.2 Finding 4: Disagreements Common Between Users. Although we do see a gap between user
preference for comment removals and actual moderator actions, it’s worth noting that users were
not unified in their perspectives on this. Figure 8 shows the frequency of disagreements between
the pairs of users assigned to each comment in our survey. Disagreements were relatively common,
occurring for 30% of all comments rated. Looking at the comments included in the moderator
survey gives us a direct way to compare user and moderator disagreement rates. Across these
comments, users directly disagreed 28% of the time, while moderators disagreed 14% of the time.3
Interestingly however, for the moderator survey comments, users and moderators disagreed with
the real life moderation decisions at roughly comparable rates (30% of the time compared to 26% of
the time). Given the qualitative nature of the pilot survey, it’s difficult to evaluate the significance
of these findings, though they do suggest that moderator consistency may be an important topic
for future work.

5.3.3 Finding 5: Rules Hard to Apply, Even Once Revealed. Recall that in the final section of our
survey, participants were shown a list of subreddit rules and asked to relabel comments with the
rules they believed were applicable. Our model reveals that these rule application questions yielded
results that differed from the practice support and practice awareness questions. Figure 9a shows
that participants supplied positive labels in this context at a far higher rate than before. Generally,
the rate of positive labels here more closely matched the real life comment removal rate, though
Rule 4 was again an exception.
Although the differences in rate were clear, the differences in correlation were not. Generally,

the rule application labels had a slightly stronger correlation with real life removal data than the
practice-support and policy-support labels. However, these differences were not significant. Still,
the fact that the correlations in the application context were not much higher suggests that the
rules (as written in the subreddit’s sidebar) may not have a single clear interpretation. This might

3Note that the interface presented to the users differed slightly from the one presented to moderators. Although the same
information was provided in both interfaces, this should be considered when comparing these disagreement rates; see the
supplementary materials for more information.
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Fig. 8. Co-occurrences of practice-support ratings by rule. Notice that for almost all rules, users favor
approving comments over removing them. Disagreements are common across rules as well, and were modal
for Rules 1 and 2. Co-occurrences of ratings in other contexts are included in the supplementary materials.
The subplot in the top left corresponds to the set of comments that were also included in the survey sent to
moderators.

explain the apparent contradiction between the high policy support and low-to-moderate practice
support observed previously in this section.

No clear trends emerged from the MRP regression conducted for practice-awareness and support
data, though a table of coefficients can be found in the supplementary materials.

6 DISCUSSION
In the previous sections we presented an empirical study of user-moderator alignment on CMV.
Below, we reflect on what our findings can tell us about CMV, and distributed moderation more
broadly.

6.1 Support for Policy, but not Practice
Our results strongly suggest that misalignment between CMV users and moderators occurs at the
level of practice rather than policy. Even after making adjustments for potential sources of response
bias, we find that support for the rules themselves is high. Average support was greater than a 4
out of 5 for all rules but Rule 3 (see Table 1). However, when asked to examine specific comments,
users favored removal significantly less often than moderators (Figure 9a). And further, correlations
between user opinion and moderator decisions were modest at best – we estimate these values to
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Fig. 9. Figure 9a compares the average probability of observing a positive label in each rating context by rule.
Relative to the moderator removal rate, users are typically far less likely to supply a positive label in either the
“Opinion” or “Prediction” contexts. However, after seeing the rules, users become far more likely to supply
a positive label in the “Application” context. Rule 4 is the one exception to this trend. Figure 9b contains
the estimated correlation between the probability of a positive label and a simulated decision made by a
moderator. These correlations generally ranged from low to moderate values. The “application” labels were
most correlated with moderator decisions, though usually not significantly. Rule 4 was again the exception.

range from .15 to .45, across rules (Figure 9b). Taken together, these numbers suggest that although
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the CMV community is broadly supportive of the existing rules, there is substantial disagreement
over how those rules should be applied.

In spite of this limited practice-support, CMV’s rules have remained relatively stable for multiple
years. Given the prior work on the harms of user-moderator misalignment [12, 20], this is surpris-
ing. One explanation for this stability is that users may make incorrect assumptions about how
moderators apply the rules. In our practice awareness section, users significantly underestimated
the rate at which moderators removed comments (Figure 9a), and their predictions of moderator
actions were only modestly correlated with the real decisions (Figure 9b).
Another possibility is that users and moderators agree on which comments are harmful, but

disagree over the appropriate penalty. When given the option to specify an alternative action for
moderators to take, users occasionally raised the possibility of graduated penalties. This included
written warnings, locking replies, or limiting a comment’s visibility without outright removing it.
Generally, moderators of CMV do not utilize graduated penalties. However for Rule 4 violations, CMV
moderators often provide warnings before escalating to comment removal. This might explain why
Rule 4 saw the highest rate of practice support in our survey. Users did not specify such alternate
actions very often, but our results do raise this as an area for further investigation.

Finally, it could be that users of CMV do not care about moderation, or that moderation is not as
salient to their typical interactions as prior work suggests. Interviews with community members
could help tease this apart in future work.

6.2 Awareness of Moderation is Low
Our results also indicate that users have a limited ability to predict how moderators will enforce
the rules. Our data is not conclusive about whether these inaccurate predictions are the result of
participants not knowing the rules, or not understanding how the rules are applied. We provide
limited evidence for rule awareness through our rule recognition task – users selected correct
subreddit rules out of a list at 2-4 times the rate of decoy rules (Figure 6). Interestingly, Rule
1, which was selected the second most often in the policy awareness task, scored worst in the
practice awareness task. This suggests that there may be a genuine gap between policy and practice
awareness, at least for some rules. Still, our policy awareness measure lacks nuance and could be
strengthened for future work.

In the past, CSCW researchers have identified transparency as an important tool for promoting
policy and practice awareness. Jhaver et al. [20, 21] recommended clear guidelines and removal
explanations as a means to improve both kinds of awareness. Matias [32] demonstrated how
reminding users of the rules can increase compliance in newcomers. Our results are initially
surprising in light of these recommendations. We observe large gaps in practice awareness despite
the fact CMV adopts several of the recommended measures – CMV moderators maintain detailed
guidelines on how rules are applied 4 and provide public removal explanations for most removed
comments. Prior work raises the possibility Reddit’s mobile interface, which makes it difficult to
find subreddit rule guidelines, may explain why these measures are ineffective [25].
Another possibility is that transparency around what the rules are is inadequate for enabling

users to predict moderator behavior. On Reddit, users are unable to see the contents of removed
comments, which may make it difficult for them to understand what constitutes a rule violation.
Transparency measures that enable users to see examples of rule violating content may allow users
to more effectively anticipate moderator behavior.
It is also possible that our results are a byproduct of our decision to audit reported comments.

Transparency actions taken by CMV moderators could be effective at preventing most rule-violating

4https://www.reddit.com/r/changemyview/wiki/rules/
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comments from being posted in the first place, leaving only the borderline cases to be posted and
subsequently reported. As such, our study design might produce low practice-awareness rates
regardless of how transparent moderators are. If this is the case, our results still have value in
providing additional context for Jhaver et al. [20]’s study on user reactions to post removals. Where
they found that most users did not expect their own posts to be removed, we find that this extends
to others’ comments as well. In short, our study confirms that Jhaver et al. [20]’s results are not
just a function of users’ personal biases.

6.3 Implications for Jury Systems
Our results highlight two potential benefits to incorporating user jury systems into online commu-
nities. First, we observed low rates of practice support for most CMV rules. Jury systems give users
a direct say in how community rules are enforced, making them a natural solution if improving
user-moderator alignment on CMV is desired. Second, we observed non-trivial rates of disagreement
between moderators in our moderator survey. Specifically, moderators within the survey disagreed
with each other 16% of the time, and disagreed with the real life decision made on comments 26% of
the time. Although aggregating multiple moderator opinions could improve decision consistency, it
is likely infeasible given that moderation teams are already overburdened. User juries are a promis-
ing alternative to this, since they provide a lower-cost channel to get multiple judgements for each
reported comment, thereby improving decision consistency. We caution that the small size of the
moderator survey makes the results around moderator disagreement rates merely preliminary, and
call for future work in this direction.
While the precise details of an ideal jury system workflow are out of scope for this paper, our

results also provide additional context for design decisions surfaced in prior work. Hu et al. [18]
emphasized the importance of the mechanism used to aggregate juror opinions. They found that
deliberative discussion leads to more consistent decision-making when compared to a majority
vote, but is more labor intensive. If users agreed about how the rules should be enforced, the two
methods would lead to the same outcomes most of the time, making the choice of aggregation
method obvious. However, we observed high rates of disagreement between users (Figure 8). Thus,
our work reaffirms that either choice of aggregation method comes with real trade-offs.
Past papers have broached the question of who should serve on a jury [15, 28, 35, 37]. Our

regression results confirm that the jury selection system is impactful – highly active users were
more likely to support the rules, while users with more prior rule violations were less likely to
support them. Jury selection procedures that over- or under- sample such users could lead to
different outcomes for reported comments.

6.4 All Alignment Measures Vary by Rules
Our hierarchical modeling approach highlights the variation in alignment across rules. Rule 4,
governing the subreddit’s delta system, stood out as consistently scoring high across all forms of
alignment, usually significantly more than the rest of the rules. Other rules scored high in some
places, and low in others. Rule 1, for example, scored amongst the highest for both policy-based
measures of alignment and lowest for both practice-based measures. However, the source of this
variation remains unclear. Intuitively, one might expect that macro-norms would tend to have
higher alignment, since many communities have chosen to adopt them. Our results do not show
a clear separation in alignment between micro- and macro-norms. Rule 2, the subreddit’s only
macro-norm, consistently somewhere between the subreddit’s micro-norms (Rules 1, 3, and 4) on
all measures of alignment. Given the limited precision of our results, and our focus on a single
community, we believe future quantitative work is needed to understand the source of variation in
alignment.
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Qualitatively, insights from the moderators may provide some explanation for why alignment
varies by rules. Specifically, we raise the possibility that moderators defer to user opinion when the
perceived consequence of rule violation is lower. In our pilot survey, one moderator noted that
when enforcing Rule 4 they "prefer to let users award deltas for whatever reason they choose," while
another stated that they "see little reason to remove [such comments] for R4 (and claw back the delta
awarded)." This makes sense, given that deltas are merely cosmetic and provide no actual privileges.
In contrast, after reviewing this study’s results, a moderator noted that Rule 3 "was adopted
precisely because so many users disagreed [...] that accusations of bad faith were inherently rude."
Understanding why moderators choose to enforce controversial rules is an interesting direction for
future work. It may also be worth investigating how variation in alignment alters a rule’s impact
on the community. Enforcing rules with low policy support, for example, might cause users to
leave the subreddit. Rules with a higher degree of practice support, on the other hand, may have
lower recidivism rates when violated.

6.5 Evaluating User-Mod Alignment on Other Subreddits
Given that our study was limited to a single community, it is natural to wonder how our findings
would generalize to other communities. There are a few attributes of CMV to consider when an-
swering this question. First, CMV is relatively large compared to other subreddits. Qualitative work
suggests that smaller communities may self-regulate more effectively, without needing to rely
upon top-down moderation [19]. Such communities might rely on implicit norms shared by the
community rather than explicitly codified ones [3]. Our study, which evaluates alignment around
explicit norms, might not capture meaningful information in smaller communities.
Second, CMV is an established community, with a stable set of explicit norms. It’s unclear what

alignment might look like in a community whose norms are still changing. Qualitative work raises
the possibility that in growing communities, norms transition from implicit to explicit precisely
when they become controversial amongst the community [39]. If this were the case, we would
expect most rules to suffer from poor practice-support. Understanding how subreddit rules are
formed and how alignment stabilizes over time is a fruitful area for future research.
Despite these calls for future work, we recognize that the problems we encountered recruiting

subreddits make our study difficult to repeat. Instead, we argue that a more fruitful solution may be
to build tools that allow communities to audit their own moderation practices along the dimensions
surfaced in this study. Such tools could follow a community-driven experimentationmodel similar to
CivilServant [33]. Even without the practical difficulties of recruitment, we think this is a productive
idea on its own merits. Social media companies with centralized moderation systems regularly
conduct policy research to understand and improve their practices. Yet, community moderators are
expected to do the same work of setting and enforcing rules, without the ability to hire researchers
to identify the best policies. By lowering the barrier to experimentation and opinion polling, we can
empower online communities to adjust their practices over time to suit the needs of their members.

7 ADDITIONAL LIMITATIONS AND FUTUREWORK
Although our results provide nuanced insights into moderation on CMV, we believe there is ample
room for future work to improve on our shortcomings. We detail some of these directions below.

First, although in this paper we have focused on measuring user-moderator alignment, we also
acknowledge that alignment covers only one amongst many aspects of community health. We do
not make the argument that optimizing for high alignment is always the best course of action. Other
values, like a commitment to ideological diversity, or a desire to protect the interest of minority
groups may take precedence.
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We also acknowledge that evaluatingwhether a comment ought to be removed could require more
serious thought than is reasonable to expect in a survey environment. As such, participants may
have responded with a “gut reaction” that does not accurately reflect their true beliefs. Evaluating
the consistency and malleability of moderation preferences expressed in the survey context may
better contextualize our findings.

While we made reasonable efforts to adjust for response bias, we emphasize that the assumptions
used in this analysis are untestable with the data at hand. Crucially, our analysis assumes that users
who did and did not respond to our survey are comparable, conditional on the predictor variables
used [10]. We believe our choice of predictors captures key factors that influence whether users
will respond to our survey and how they will respond. Still, we highlight two potential categories of
omitted variables that could impact our results. First, we acknowledge that personality factors, such
as social trust, may confound our analysis. Future work could try to use a respondent’s participation
in other subreddits as a proxy for these variables (e.g. a user active on r/conspiracy may have
lower social trust). We caution that informed consent should be sought before performing such
analysis to avoid violating users’ privacy. Second, we note that it is possible that the decision to
participate in our survey was causally influenced by variables we were interested in measuring (e.g.
a user’s support for subreddit policy may have caused them to respond). Selection on an outcome
variable is a notoriously difficult problem to deal with, and would remain a challenge for future
surveys following this methodology [34].
Finally, we note that our survey sample is constrained to users who comment on CMV. This

limitation is difficult to work around, as the Reddit API provides no way to identify users who do
not actively participate within a community. Still, if disagreements with moderators dissuade users
from commenting, we may overestimate the degree of alignment within the community.

8 CONCLUSION
In this paper, we present a systematic approach to evaluate the degree and nature of misalignments
between users and moderators in an online community. We conduct one such evaluation on
r/ChangeMyView, finding high levels of user-moderator alignment at the level of policy, but lower
levels of alignment when these policies are put into practice. Surprisingly, we also surface that users
may not always be aware of these misalignments – users in our survey significantly underestimated
how often comments were actually removed.
The boundaries of acceptable speech within online communities will always be contested.

An unfortunate consequence of the community-based moderation model is the degree to which
volunteer moderators are expected to manage and resolve these conflicts. And unlike other measures
of community health, user-moderator alignment is not easily observable, making it harder for
online communities to have open conversation about their moderation practices. We argue that
empowering online communities to conduct similar audits themselves may be one way to reduce
this burden, and promote healthier discussion online.
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A ADDITIONAL FIGURES, ANALYSES, AND MODEL DESCRIPTIONS
A.1 MRP for Rule Recognition
In this and following Model-specific subsections, we will be discussing the details of our Bayesian
hierarchical models. Our motivation for using such models can be found in Section 4. We assume
some familiarity with statistical modeling and Bayesian statistics, but refer the reader to [34] for a
more detailed reference of these topics.

A.1.1 Model Description. To adjust for response bias, we need to predict whether or not a user
will select a rule based on the adjustment variables. We define 𝑦𝑟,𝑢 to be equal to one if user 𝑢 picks
rule 𝑟 and zero otherwise. We use the following variables to model 𝑦𝑟,𝑢 :

𝑎𝑢 : the natural log of the number of comments posted anywhere on Reddit in the last month
by user 𝑢
𝑏𝑢 : the natural log of the number of comments posted on r/ChangeMyView in the last month
by user 𝑢
𝑑𝑢 : the natural log of the number of comments removed from Reddit in the last month by
user 𝑢
𝑒𝑢 : the natural log of the number of comments removed from r/ChangeMyView in the last
month by user 𝑢
𝑓𝑢 : the the age of the account of user 𝑢
𝑚𝑢 : whether user 𝑢 is the moderator of any subreddits

We then model 𝑦𝑟,𝑢 as follows:

𝑦𝑟,𝑢 ∼ Bernoulli(Logistic(Z𝑟 + 𝛼𝑟𝑎𝑢 + 𝛽𝑟𝑏𝑢 + 𝛿𝑟𝑑𝑢 + 𝜖𝑟𝑒𝑢 + a𝑟 𝑓𝑢 + 𝜐𝑟 [𝑚𝑢])) (2)

Note that because𝑚𝑢 is a binary variable, we use varying intercepts 𝜐𝑟 rather than a slope. Thus 𝜐𝑟
can be treated as a vector of two values that𝑚𝑢 indexes into. We set priors on the slopes/intercepts
as follows

Z𝑟 ∼ Normal(Z̄ , 1)
𝛼𝑟 ∼ Normal(𝛼, 1)
𝛽𝑟 ∼ Normal(𝛽, 1)
𝛿𝑟 ∼ Normal(𝛿, 1)
𝜖𝑟 ∼ Normal(𝜖, 1)
a𝑟 ∼ Normal(ā, 1)

𝜐𝑟 [0] ∼ Normal(𝜐 [0], 1)
𝜐𝑟 [1] ∼ Normal(𝜐 [1], 1)

(3)

Hyperpriors are set such the means for all predictor variables are drawn from 𝑁𝑜𝑟𝑚𝑎𝑙 (0, 1)

Recall that some users chose to self report information, rather than allow us to directly measure it
from their profile. In these cases, we observe intervals that contain the true value of the predictor
variable (e.g. "1-5 years" or "10+ years"). Taking age as an example, let 𝑓𝑢 correspond to a vector
containing the endpoints of the interval.
If 𝑓𝑢 contains two endpoints, we say:
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𝑓𝑢 ∼ Uniform(𝑓𝑢 [0], 𝑓𝑢 [1]) (4)

If 𝑓𝑢 contains only a single endpoint, we say:

𝑓𝑢 ∼ Exponential(1) + 𝑓𝑢 [0] (5)

Since all variables are standardized first (including the endpoint intervals), this corresponds to the
assumption that on average, the true value is one standard deviation above the interval’s lower
bound.
A.1.2 Results.
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Fig. 10. A comparison of the policy awareness results before and after conducting MRP-analysis. In all cases,
our observed results fell within a 95% confidence interval.

A.2 MRP For Rule Support
Because rule support data is ordinal (1 to 5 Likert scale) rather than binary, we modify eq. (1) as
follows:

𝑦𝑟,𝑢 ∼ OrderedLogistic(Z𝑟 + 𝛼𝑟𝑎𝑢 + 𝛽𝑟𝑏𝑢 + 𝛿𝑟𝑑𝑢 + 𝜖𝑟𝑒𝑢 + a𝑟 𝑓𝑢 + 𝜐𝑟 [𝑚𝑢], _𝑟 ) (6)

Where _𝑟 corresponds to learned cutpoints. Priors for the slopes and intercepts are set in the same
way as in the previous section. Priors for _𝑟 are set as follows:

_𝑟 = CuSum(𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐 (𝑝𝑟 ))
𝑝𝑟 ∼ Dirichlet( [1, 1, 1, 1, 1]) (7)
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A.2.1 Results.
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Avg Likert Ratings by Rule

Fig. 11. A comparison of average policy alignment scores before and after conducting MRP-analysis. In all
cases, our observed results fell within a 95% confidence interval.

A.3 Comment Rating Model
Below we include a full description of the comment rating model, without MRP. Note that because
of its alternate construction, we treat the comments included in the mod survey as part of their
own “rule.” This allows us to partially pool it with the other data when fitting the model.

A.3.1 Variables.

𝑥𝑟,𝑢 [𝑖]: whether the user 𝑢 in our survey thinks the 𝑖th comment reported for violating rule 𝑟
should be removed
𝑦𝑟,𝑢 [𝑖]: whether the user 𝑢 in our survey thinks the 𝑖th comment corresponding to rule 𝑟
would be removed
𝑧𝑟,𝑢 [𝑖]: whether the user 𝑢 in our survey thinks one of the subreddit rules applies to the 𝑖th
comment corresponding to rule 𝑟
𝑚𝑟 [𝑖]: whether 𝑖th comment corresponding to rule 𝑟 was removed in real life
𝑠𝑟,𝑣 [𝑖]: whether mod 𝑣 thinks that 𝑖th comment corresponding to rule 𝑟 should be removed
in our survey
𝜒 ′𝑢 : bias term for user 𝑢 when deciding whether a comment should be removed
𝜓 ′
𝑢 : bias term for user 𝑢 when deciding whether a comment will be removed
𝜔 ′
𝑢 : bias term for user 𝑢 when deciding whether a rule applies

\ ′𝑣 : bias term for mod 𝑣 when deciding whether a comment will be removed
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Σ𝑟 : rule-specific correlation matrix between latent continuous variables that generates
𝑥𝑟,𝑢 [𝑖], 𝑦𝑟,𝑢 [𝑖], 𝑧𝑟,𝑢 [𝑖],𝑚𝑟 [𝑖], 𝑠𝑟,𝑣 [𝑖]

A.3.2 Model.
𝑥𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜒𝑟,𝑖 + 𝜒 ′𝑢))
𝑦𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜓𝑟,𝑖 +𝜓 ′

𝑢))
𝑧𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜔𝑟,𝑖 + 𝜔 ′

𝑢))
𝑚𝑟 [𝑖] ∼ Bernoulli(Logistic([𝑟,𝑖 ))
𝑠𝑟,𝑣 [𝑖] ∼ Bernoulli(Logistic(\𝑟,𝑖 + \ ′𝑣))

[𝜒𝑟,𝑖 ,𝜓𝑟,𝑖 , 𝜔𝑟,𝑖 , [𝑟,𝑖 , \𝑟,𝑖 ] ∼ MvNormal(`𝑟 , Σ𝑟 )

(8)

Σ𝑟 = [𝜎𝜒,𝑟 , 𝜎𝜓,𝑟 , 𝜎𝜔,𝑟 , 𝜎[,𝑟 , 𝜎\,𝑟 ]Σ′
𝑟 [𝜎𝜒,𝑟 , 𝜎𝜓,𝑟 , 𝜎𝜔,𝑟 , 𝜎[,𝑟 , 𝜎\,𝑟 ]𝑇

Σ′
𝑟 ∼ 𝐿𝐾 𝐽 (2)

(9)

Model hyperparameters are defined below:

`𝑟 ∼ Normal( ¯̀𝑟 , 𝜌𝑟 )
𝜎𝜒,𝑟 , 𝜎𝜓,𝑟 , 𝜎𝜔,𝑟 ∼ HalfNormal(𝜎𝑢𝑠𝑒𝑟 )

𝜎[,𝑟 , 𝜎\,𝑟 ∼ HalfNormal(𝜎𝑚𝑜𝑑 )
𝜒 ′𝑢 ∼ Normal(0, 𝜏𝜒 )
𝜓 ′
𝑢 ∼ Normal(0, 𝜏𝜓 )
𝜔 ′
𝑢 ∼ Normal(0, 𝜏𝜔 )
\ ′𝑣 ∼ Normal(0, 𝜏\ )

(10)

And model hyper-hyperparameters are defined as:

¯̀𝑟 ∼ Normal(0, 1)
𝜌𝑟 ∼ HalfNormal(1)

𝜎𝑢𝑠𝑒𝑟 ∼ HalfNormal(1)
𝜎𝑚𝑜𝑑 ∼ HalfNormal(1)

𝜏𝜒 , 𝜏𝜓 , 𝜏𝜔 , 𝜏\ ∼ HalfNormal(1)

(11)

All variables are standardized before being used to make predictions
A.3.3 MRP.

To incorporate MRP into this model, we simply modify eq. (8) as follows:

𝑥𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜒𝑟,𝑖 + 𝜒 ′𝑢 + 𝛼𝑥,𝑟𝑎𝑢 + 𝛽𝑥,𝑟𝑏𝑢+
𝛿𝑥,𝑟𝑑𝑢 + 𝜖𝑥,𝑟𝑒𝑢 + a𝑥,𝑟 𝑓𝑢 + 𝜐𝑥,𝑟 [𝑚𝑢]))

𝑦𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜓𝑟,𝑖 +𝜓 ′
𝑢 + 𝛼𝑦,𝑟𝑎𝑢 + 𝛽𝑦,𝑟𝑏𝑢+

𝛿𝑦,𝑟𝑑𝑢 + 𝜖𝑦,𝑟𝑒𝑢 + a𝑦,𝑟 𝑓𝑢 + 𝜐𝑦,𝑟 [𝑚𝑢]))
𝑧𝑟,𝑢 [𝑖] ∼ Bernoulli(Logistic(𝜔𝑟,𝑖 + 𝜔 ′

𝑢 + 𝛼𝑧,𝑟𝑎𝑢 + 𝛽𝑧,𝑟𝑏𝑢+
𝛿𝑧,𝑟𝑑𝑢 + 𝜖𝑧,𝑟𝑒𝑢 + a𝑧,𝑟 𝑓𝑢 + 𝜐𝑧,𝑟 [𝑚𝑢]))

(12)

Interval values for the predictors are handled the same way as in the previous models, and priors
for the adjustment slopes and intercepts are set similarly as well.
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A.3.4 Results.
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(b) Adjusted correlation with mod decisions by rule

Fig. 12. Figure 12a compares the adjusted average probability of observing a positive label in each rating
context by rule. Results are very similar to the unadjusted ones. Figure 12b contains adjusted estimated
correlation values. These correlations are largely unchanged.
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A.4 Assessing Practice Support/Awareness Model Fit
We leverage the generative nature of our model to assess model fit via a posterior predictive
check. In a posterior predictive check, we fit the model to the collected data, and then simulate
re-running the experiment multiple times. We then plot the number of user removal labels against
the moderator decisions made across the simulated comments (see Figure Figure 13). We then
compare the outcome of these simulated experiments to the actual data collected. A model that is
well fit should reproduce key trends in the real data. We opt to use a posterior predictive check
over more traditional measures of model fit (e.g. an 𝑟 2 coefficient, cross-validation), because the
former is more interpretable and can easily highlight which aspects of the data the model may not
be learning. [11]
It should be noted that such posterior predictive checks can serve as an indication of whether

our model is underfitting, but not necessarily whether our model is overfitting. Figures 13 to 15
contain the results of these simulations. One can observe that our model’s posterior reproduces
trends in the dataset, suggesting that it has appropriately captured both the rate of positive labels
in different contexts, and their correlation.
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Fig. 13. Comparison of the simulated number of comments that receive different combinations of practice
awareness/moderator labels against the actual number observed. Colored bars denote simulated values,
whereas transparent bars denote observed. Error bars correspond to 94% credible intervals around simulated
predictions
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Fig. 14. Comparison of the simulated number of comments that receive different combinations of practice
support/moderator labels against the actual number observed.
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Fig. 15. Comparison of the simulated number of comments that receive different combinations of rule
application/moderator labels against the actual number observed.
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B ORIGINAL SURVEY INTERFACE

Fig. 16. Example of the interface used in the survey of subreddit moderators. Moderators were instructed to
scroll down below the question to view additional context for a comment, shown on the right. This separation
of context was confusing for moderators, leading to the eventual revision of the interface in 5
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