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ABSTRACT
Social signals are crucial when we decide if we want to interact
with someone online. However, social signals are typically
limited to the few that platform designers provide, and most
can be easily manipulated. In this paper, we propose a new
idea called synthesized social signals (S3s): social signals
computationally derived from an account’s history, and then
rendered into the profile. Unlike conventional social signals
such as profile bios, S3s use computational summarization
to reduce receiver costs and raise the cost of faking signals.
To demonstrate and explore the concept, we built Sig, an
extensible Chrome extension that computes and visualizes S3s.
After a formative study, we conducted a field deployment
of Sig on Twitter, targeting two well-known problems on
social media: toxic accounts and misinformation. Results
show that Sig reduced receiver costs, added important signals
beyond conventionally available ones, and that a few users felt
safer using Twitter as a result. We conclude by reflecting on
the opportunities and challenges S3s provide for augmenting
interaction on social platforms.
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•Human-centered computing → Collaborative and social
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INTRODUCTION
Discovering new people—and deciding whether we want to
interact with them—is a fundamental experience online [13].
Interacting with new people online can bring us in touch with
new information [18], new experiences [16], and new oppor-
tunities [34]. At the same time, interacting with someone
new also brings risks: 40% of U.S. adults have been harassed
online, and half of those did not know the perpetrator [15].
Nearly a quarter of U.S. adults have spread misinformation—
with most first exposed to it by someone they did not already
know [4]. Yet, deciding which is which (helpful vs. hurtful) is
often challenging.
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Figure 1. Illustration of synthesized social signals (S3s). @bob’s account
history flows through different algorithms, A1, A2, ... An, to produce
signals that are then rendered into the profile. @bob’s profile has been
augmented with signals corresponding to authoring toxic messages and
spreading misinformation.

To make these decisions, we use social signals [13]. Online,
social signals are typically features provided by platform de-
signers that allow users to express themselves. They include
profile images, bios, location fields, cover images, etc.—even
the most subtle of which we use to form quick impressions of
people [16]. More formally, signals are “perceivable features
and actions that indicate the presence of hidden qualities” [13],
and are the primary inputs to social cognition [3].



However, unlike their face-to-face (f2f) counterparts (e.g.,
fashion, hairstyles, etc.), online social signals are limited to
the few platform designers explicitly provide [25, 45]. In other
words, there are comparatively fewer cues about someone on-
line than there would be f2f. Perhaps more importantly, online
social signals are generally easier to fake than their of�ine
counterparts. For example, someone might buy a pair of non-
prescription glasses to signal intelligence and sophistication
before a date; on an online dating site, they can present a
completely new face with a 5-second image search. Scholars
often refer to these phenomena in terms of thecostof faking
a signal (i.e., the cost of buying the glasses vs. the cost of
performing the image search) [13].

Despite this impoverished set of cues online, and the ease
of faking them, online social platforms do have a largely un-
tapped resource for understanding people online:post histo-
ries. When someone new drops by your of�ce for a chat, they
don't bring with them a history of every interaction they've
ever had before. Yet, pro�le pages provide exactly this—and
we argue—could be used toaugmentonline social interaction
beyond f2f metaphors [26]. However, to make use of the data
archived in account histories, a user would have to manually
read through each one.1 At the scale of thousands of posts per
account, thereceiver costof gathering relevant signals—the
cost borne by the person trying to assess the signal—is high.

To bridge this gap, we introduce a novel computational ap-
proach calledsynthesized social signals (S3s)(see Figure 1).
Synthesized social signals are signals computationally derived
from a user's history using algorithms, and then rendered into
the pro�le. Computational summarization obviates the need
for people to scan every single post. That is, S3s aim to sig-
ni�cantly reduce receiver costs with algorithms. Moreover,
because they rely on deep archives of pro�le data, the costs
related to deceiving with them are higher. In other words,
someone would have to invest a signi�cant amount of effort
to delete or modify large portions of their posts in order to
effectively manipulate S3s.

To demonstrate and explore S3s, we built a new system called
Sig. Sig is an extensible Chrome extension that computes and
visualizes S3s in the pro�le. After a survey-based formative
study with 60 people, and an iterative design process, we con-
ducted a �eld deployment of Sig on Twitter. The deployment
targeted two well-known problems on social media: toxic ac-
counts and misinformation [15, 35]. During a multi-day �eld
study with 11 users recruited online, Sig computed toxicity
and misinformation S3s on accounts in real-time—with its
renderings visible on the Twitter timeline, noti�cation page,
and pro�le pages. The �eld study was followed by interviews
and a survey.

Participants used Sig's S3s to mute, block, and unfollow ac-
counts. In one case, Sig's S3s contravened a conventional
signal (the Twitter blue checkmark) with a misinformation S3,
which led them to see a supposedly trustworthy account in a

1During our formative survey, introduced shortly, we found that par-
ticipants did this, and viewed account histories as the most important
piece of information when encountering someone new on Twitter
(see Table 1).

different light. Broadly speaking, Sig's S3s reduced receiver
costs, and some users reported feeling safer as a result.

This paper makes three contributions. First, we introduce a
conceptual overview ofsynthesized social signals—social sig-
nals computed from a user's history of posts using algorithms,
and then rendered in the pro�le. Second, we present a system
contribution in the form of Sig, an extensible Chrome exten-
sion that generates S3s on social media platforms. Finally, we
present the results of formative and �eld studies that illustrate
the opportunities and challenges S3s present for augmenting
interaction on social platforms.

RELATED WORK
Here we review past literature on social signals' effects on
social perception on social platforms, as well as signaling
theory. Next, we review prior work on system-generated cues
in social platforms.

Importance of Social Signals in Social Platforms
People manage their self-presentation strategies on social plat-
forms using various signals, such as crafting bio messages in
order to balance accuracy and desirability [16]. Past research
has shown that such self-presentation through social signals
profoundly affects people's perception of one another. For
instance, pro�le images impact people's impressions and de-
cisions of other people. Negative facial expressions and the
absence of pro�le images negatively impact a buyer's inter-
est in using peer-to-peer accommodation rental services [20],
as well as how people react to bystander intervention [31].
People also attend to small cues in bio messages when choos-
ing dating partners [17] and use information in pro�le �elds
(e.g., school name, birthday, interests) when connecting with
people because they reduce cost in �nding common referents
[30]. These social signals are all conventional signals, which
are generally easier to fake [13, 23]. Nevertheless as prior
research shows, conventional social signals greatly in�uence
people's judgements, as social platforms are designed around
them [17, 20, 31]. Other social signals that are relatively more
reliable are often costlier to access. For instance, a public list
of friends is more reliable in that it provides veri�cation of
identity claims (because other people essentially are involved
in producing the list) [8, 13, 14]. However, it costs more time
and effort to peruse a friend list.

This work. We extend this line of work from a design point of
view: we introduce a new way to design cost-ef�cient, reliable
social signals using cues left in an account's history of posts.

Cost in Signaling
Cost is an important factor in both sending and receiving sig-
nals. According to signaling theory, which stemmed from
both biology [11, 21, 38, 50] and economics [39, 44], re-
ceivers value costly signals, perceiving them as more reliable
[37]. This is a motivation to send a costly signal (to get better
responses) and also causes people to try to fake costly signals
(which is hard, by de�nition). However, a problem here is that
it takescost to evaluatesuch reliable signals as well [13]. High
receiver costs cause people to end up relying on social signals
that are easily accessible but less reliable [11, 51]. The same
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